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ABSTRACT  

The public health sector is facing challenges of delays in timeous prediction of infectious 

disease outbreaks. Despite the surveillance systems in place, there are delays in 

information aggregation and processing times. Real time feedback is indispensable in 

epidemic disease outbreak situations. Present surveillance systems produce accurate 

prediction and tracking after unacceptably long periods.  Surveillance results are rendered 

redundant, unless they are provided in a timely manner. Big Data analytics (BDA) could 

address the lag between data collection and processing.  Adopting and implementing 

BDA may improve public healthcare services. This study proposed to develop a public 

health Big Data Analytics Predictive Model (BDA-PH-PM) that would be adopted as a 

strategy to facilitate early prediction of disease healthcare outcome from infectious 

disease outbreak. To achieve the above goal, this study used contingency theory 

constructs used in Management Information System (MIS) research that underpinned this 

study. Contingency variables were used to address non-data management variables like 

strategy, structure, environment, individual task, and technology. BDA MIS variables 

addressed data management elements which are technological or technical and these 

included BDA management, BDA implementation, BDA structure, and BDA development. 

Data was collected from hospital employees targeting operational staff in data 

management such as HMIS officers and records officers. The managers like biostaticians 

and district health teams involved in decision making on disease outbreak management 

were also targeted. Qualitative responses were integrated, subthemes that were used to 

formulate questionnaires that were used in a survey. An applied conceptual Architecture 

of Big Data Analytics framework was used to guide me on the flow of analysis procedures. 
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Quantitative data collected as a source data from questionnaires was pre-processed into 

desirable formats. Further variable selection was done to select the appropriated 

variables for model development. The collected data was partitioned into 70% of training 

data and 30% test data. Training data was used for variable selection and model 

development whereas testing data used for model evaluation.  A threshold of 0.5 which 

is a default threshold for variable selection and model building was used and 4 variables 

were selected.   

The key finding was that multiple regression model (MRM) was the selected model that 

was used to develop a BDA-PH-PM. The developed model was used to predict the factors 

or challenges that may influence prediction of public health outcome. The results showed 

that organisation structure, BDA management, environment and BDA structure were the 

factors that could influence the prediction of public health outcome if adopted  
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CHAPTER ONE: INTRODUCTION 

1. INTRODUCTION TO THE FIELD OF STUDY 

 

This chapter introduces the field of the study, discussion on health systems in Uganda, 

problem statement, aim, objectives and research questions of the study, justification, brief 

introduction on theoretical foundation, research methodology, data collection, data 

analysis ethical considerations and the outline of the chapters. 

In the 21st Century, a number of organisations are missing a systematic way of analysing 

data in order to transform and integrate it into their organisational goals and objectives 

(Ministry of health, 2015; Hankins, 2016), especially in the healthcare system where early 

disease outbreak outcome prediction is a challenge (Hankins, 2016). Digital capabilities 

involve the use of Big Data Analytics (BDA) tools, selected platforms, or frameworks, 

techniques, models/ algorithms, and abilities to enable the process of prediction 

(Banerjee et al., 2013; Raina & Shafi, 2015). Through BDA tools, prediction can be used 

to discover knowledge and hidden facts from varied streams with high volumes, variety, 

and velocity of data (Ola & Sedig 2014). To overcome the challenge mentioned above, 

new technologies with digital capabilities can be used (Elankavi et al., 2017). BDA tools 

are used to eliminate the need for manual transformation of data, which also accelerates 

the hypothesising and testing of new algorithms or models (Oracle, 2020). Organisations 

use BDA to improve and predict operational performance by improving the predictive 

authority of analytical techniques (Chabot-Couture, 2016). According to National 

Academies of Sciences, Engineering, and Medicine, (2016), BDA has been successfully 
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applied to arenas of business, technology, health, smart cities, agriculture, utilities, and 

manufacturing. BDA implementation may allow people to have better services as well as 

easily prevent, manage, and predict disease outbreak than before (Fan & Bifet, 2013). 

The HMIS used by the healthcare in Uganda has a limitation in predicting healthcare 

outcomes from infectious disease outbreaks (Hankins, 2016).  

Prediction helps to make future decisions using BDA as a data management strategy that 

allows data analysts to identify an organisation’s data in a way that allows analysts to 

search and browse datasets to make data usable (Holzinger, 2017). However, to search 

datasets, BDA abilities are achieved through big data and data management system use 

(Raghupathi & Raghupathi, 2014; Sekhar & Sekhar, 2017). Data management systems 

are built on data management platforms that include big data management systems and 

data analytics that work together to deliver data management capabilities an organisation 

needs for decision making (Oracle, 2020). Big data management systems are specialised 

into big data integration, management, and analysis. 

Big data integration brings in different types of data from batch to streaming, then 

transforms it so that it can be injected into selected apps. Integration of multiple sources 

of data sets brings about the challenge of increased volumes, velocity, and variety of data 

(Hankins, 2016). Big data management stores and processes data in a data lake or data 

warehouse efficiently, securely, and reliably by using object storage. This brings about 

the problem of dynamics and dimensionality. Big data analysis (BDA) uncovers new 

insights with analytics, and uses machine learning and artificial intelligence (AI) 

visualization to build models (Oracle, 2020). Although all areas of big data management 

systems are vital, this study in order to be more specific focused more on BDA. 
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Big data analytics come with challenges in line with its characteristics of increasing 

volume, variety, veracity, value, and dimensionality which creates a task of disputing with 

numerous data sources that can be converted into usable form (Luo et al., 2016; Torrecilla 

& Romo, 2018). So, this pushes organisations to seek more effective ways of managing 

big data (Oracle, 2020). Like any other organisation, public healthcare is also facing the 

explosion of big data. The public healthcare may have an advantage of the diversity of 

big data sets that can be explored through data analysis to predict disease outbreak 

earlier, using methods outside the traditional operational analysis (Chabot-Couture, 

2016). BDA can facilitate health outcomes like predicting disease outbreak incidences 

(Wang & Krishnan, 2014; Lou et al., 2016; Garcia et al., 2018).  

Healthcare systems in developing countries, and in Uganda in particular, tend to lag 

behind as far as technology adoption is concerned (Ola & Sedig, 2014). This could be as 

a result of weak data analysis skills (Uganda Ministry of Health, 2015). Healthcare 

practitioners do not have both healthcare and analytics skills to carry out analytic activities 

on real time data (Ola & Sedig, 2014). As a result, healthcare practitioners end up doing 

data analysts’ activities (Ola & Sedig, 2014). In the process of doing analysis work, 

healthcare practitioners become confused and frustrated on issues concerning data 

analysis (Dilsizian & Siegel, 2014; Raghupathi & Raghupathi 2014; Janchenko et al., 

2016). Healthcare practitioners are expected to use analytical reasoning, interpretation, 

and problem-solving capabilities (Ola & Sedig, 2014) for decisions on disease outbreak 

prediction and management (Shortiliff & Bennet, 2014). In return, healthcare decisions 

are made on probabilistic gambling based on prior limited information (Hilbert, 2016).  
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The current and ongoing event today in Uganda and the world at large is the Covid 19 

pandemic, and the management and controlling of its spread and re-emergence (WHO, 

2020). Cuba has one of the best and yet free healthcare systems which serves the role 

of providing a high level of medical support at no cost to patients irrespective of their 

economic status; this strengthens the preventive approach of healthcare, more especially 

in the infectious disease field (Macdold et al., 2006). There is equity to healthcare access, 

with emphasis on cost effectiveness in healthcare systems. Access to quality healthcare 

should be seen by both government and the public as necessary for promotional, 

preventive, curative, and rehabilitative purposes (Thiam et al., 2015).  

This study aspired to introduce a BDA initiative as a strategy that could improve data 

management activities in public healthcare that would ensure new discoveries and 

creation of new knowledge to improve healthcare and the well-being of people in the 

future (Youseef, 2014; Bates et al., 2014; King, 2016). Herland et al. (2014) affirms that 

BDA can handle big volume, velocity, variety, veracity, and value of generated data by 

healthcare informatics. This can provide a quicker way of validating the collected data to 

make a response in real time. In a health discipline, it is important to access information 

at the right place and time in order to provide quality service (Detro et al., 2016). The 

value of big data relies in their freshness and relationship to on-going events (Morales, 

2013). So, BDA is an indispensable tool in transforming healthcare and its activities 

(Nicolae et al., 2017). This study seeks to identify challenges encountered in the process 

of disease outbreak outcome prediction and management in the healthcare environment. 

The next section deals with the healthcare system in Uganda. 
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1.1 Healthcare system in Uganda  

 The structure of Uganda’s national health system and health services delivery framework 

is elaborated in the Health Sector Development Plan (HSDP) (Health Sector 

Development Plan, 2015). It incorporates the public and private sectors, with the public 

sector accounting for 44% of the services. The private sector is composed of the private 

not-for-profit healthcare providers, private health practitioners, traditional and 

complementary medical practitioners. Health services are delivered through 

decentralised entities including facilities managed by 112 local government institutions, 

22 municipalities, 181 counties, 1,382 sub-counties, and 7,241 parishes. The Ministry of 

Health (MoH) is responsible for the overall leadership and governance of the sector, with 

responsibility for policy formulation, strategic direction, and definition of standards, 

disease surveillance, quality assurance, and resource mobilization (UNICEF, 2016). The 

local governments are responsible for district level planning, budgeting, and resource 

appropriation, passing of health-related by-laws, recruitment, and management of 

personnel, and service delivery. The health sub-district level strengthens the 

management of health services, improves equity of access to essential health services, 

and provides promotive, preventive, and curative services. All the health facilities are 

organised in a tier system within a health sub-district, with the referral of patients starting 

at the health Centre II (HC II) level and ending at the national referral hospitals (NRH). 

(WHO Country Cooperation Strategy Uganda, 2016–2020). Figure 1 shows the tier 

system of health facilities at health sub-district level. 
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Figure 1: Organisation of Health Services in Uganda (DHIS 2) adopted from WHO country 

cooperation strategy, Uganda , 2016–2020 

One of the strategies formulated by the country cooperation strategy (CCS) was to 

strengthen information generation, sharing for health planning and management for 

improved healthcare outcomes, including for integrated disease surveillance, response, 

epidemic preparedness and response (WHO Country Cooperation Strategy, Uganda, 

2016–2020). However, the above strategy cannot be achieved when the information 

systems in health are weak in data synthesis and analysis (Uganda Ministry of Health, 

2015; WHO Country Cooperation Strategy, Uganda, 2016–2020). On the brighter side, 

the presence of organisation governance structures can help strengthen weak analysis 

skills within employees and improve the weak data synthesis and analysis (Ola & Sedig, 

2014). The next section describes the organisation governance structures in healthcare.  

2 NRH

14 RRH

144 GH

197 HIV

1289 HIII

3772 HII

Note: HC - Health Centre; 
GH – General Hospital; 

RRH – Regional Referral 
Hospital  

NRH - National Referral 
Hospital. 
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The healthcare system in Uganda has governance structures that include the Parliament 

or cabinet where a  health sector committee was created to oversee, coordinate, handle 

political and policy issues of the sector, and ensure the sector is working towards the 

president’s manifesto.  

�x The top management committee is responsible for providing overall policy 

direction, making higher level policy decisions, approving policy proposals, and 

giving general oversight to the health sector as a whole and is chaired by the 

minister of health.  

�x The Health Policy Advisory Committee (HPAC) is a forum for the government; 

health development partners (HDPs), civil society organisations (CSOs), and other 

stakeholders to discuss health policy and to advise on the implementation of the 

national strategic plan.  

�x The Senior Management Committee (SMC) provides strategic leadership in 

overseeing policy development and planning. It also, oversees technical programs 

and assures coordination of the activities and overall functioning of the ministry of 

health.  

�x The Technical Working Groups (TWGs) and (sub) committees  are technical 

working groups and committees that report through the SMC whose reports are 

considered as standing HPAC agenda.  

�x The Regional Management Committee (RMC)  is an institutionalised regional 

level structure that is expected to ease coordination, quality assurance, and 

support for health service delivery at the decentralised level.  
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At the district level there is the District Health Management Team (DHMT) which  

effectively co-ordinates all health-related players in the district. It is responsible for 

planning, organizing, and M&E of services in the whole district using available 

information. The Health Sub District (HSD) Management Team , like the DHMT, 

effectively co-ordinates all health-related players in the HSD. It is also responsible for 

planning, organizing, and providing M&E of services in the HSD using available 

information. The Health Unit Management Committee (HUMC) is made up of  hospital 

boards composed of various stakeholders from the health facility, local administration, 

community and is responsible for planning, M&E, reporting, and playing an advisory role 

for quality health service delivery. All the above governance structures are categorised 

into national, regional, and district levels, which are responsible for handling non-data 

management issues; that is to say, they are indirect users of data (Loez & Petter, 2018). 

Direct data users in healthcare are the monitoring and evaluation (M&E) teams (Health 

Sector Development Plan, 2015). The next section describes the M&E structure. 

1.2.1 Monitoring and evaluation (M&E)  

Through M&E, the health sector intended to strengthen the management and use of 

health information from all sources so as to better guide decision-making. It provides an 

M&E framework that provides guidance on what to focus on and prioritise, with the aim 

to improve on the generation and use of required knowledge for evidence-based sector 

decision making. Figure 2 presents the Healthcare M&E framework. 
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the health system. This applies at all levels of the system, from the national to the facility/ 

community level. Analysis is the focus of this study, as BDA was proposed as a solution 

weak data analysis. Information dissemination is done by focusing on the packaging 

and sharing of the information with various constituencies depending on their needs and 

interests. Knowledge management  focuses on ensuring key decision makers and 

citizens beyond the traditional health sector stakeholders receive guidance and evidence 

of sector actions in a manner that responds to their expectations.  

 

Under M&E, the healthcare sector focuses on achieving an M&E organisation structure 

which can be used to strengthen M&E structures of the ministry of health (MoH) by 

establishing an M&E unit. The M&E at district level involves the biostatistician, HMIS 

officer, and data or records assistants. M&E capacity building  involves in-service M&E 

training curriculum development and training of health workers data management . 

Regarding data management, the M&E team just facilitates the compilation and timely 

submission of reports at all levels in the health systems. So, this leaves out the major 

analysis for extracting insights for evidence-based decision making. This study focuses 

more on data management with BDA. Data quality  is where M&E conducts data quality 

audits on a quarterly basis to ensure data accuracy and reliability at all levels. 

Performance review is where M&E compiles sector performance reports at all levels 

(national, regional, district & HSD) in quarterly reports. Knowledge management  is done 

through information sharing by disseminating and using data from the M&E system to 

guide the formulation of policy, planning, and improvement of programs or healthcare 
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service delivery. Reports disseminated include evaluation, survey, program, and research 

findings. and are used to facilitate informed decision-making.  

In a nutshell, the M&E system carries out its functions of input and processing, output, 

outcome, and impact as indicated in Figure 2. These are the same stages of functions of 

an information system.  

The health management information system (HMIS) is a set of interrelated components 

and procedures organised with the aim of generating information that would improve 

healthcare management decisions at all levels of the healthcare systems (The Healthcare 

Management System, 2010). Some of HMIS objectives aimed at providing quality 

information to support decision-making in the health sector, and encouraging use of 

health information. Information from HMIS could be used for planning, epidemic 

prediction, monitoring work plan performance, resource allocation, epidemic detection, 

and designing diseases specific interventions. This study focuses on disease outbreak 

prediction. Despite the best intentions of the HMIS design, Uganda health system’s data 

analysis has remained weak at all levels (Health Sector Development Plan, 2015); 

National Development plan, 2040). Lack of data analysis limits the use of health data 

(Qazi & Ali, 2011; Kiwanuka et al., 2015). 

1.3. PROBLEM STATEMENT  

Like any other organisation, healthcare systems are missing a systematic way of 

analysing data - both HMIS and big data - for early disease outbreak prediction (Ministry 

of Health, 2015; Hankins, 2016). Currently, there is a struggle on how big data initiatives 

can influence functional decisions within organisations (Mazsei & Noble, 2019). The 
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Uganda healthcare data management system is no exception. The increasing volume, 

velocity, variety, and veracity of data in healthcare have surpassed the capacity of 

traditional databases that cannot provide real time analysis (Youssef, 2014; Ministry of 

health, 2015).  

According to the Uganda Ministry of Health (2010), the HMIS was designed for planning, 

epidemic prediction, detection, designing diseases specific interventions, monitoring, 

work plan performance, and resource allocation. However, Hankins (2016) laments that 

even the current available data is still not analysed to its fullness. This evidently shows 

that the initial intended use of the HMIS is not being fully realised. e-HMIS is only used to 

store data that is retrieved for reporting, which is done on weekly, monthly, quarterly, and 

annual basis depending on the healthcare services offered and the urgency of the 

information reported on. However, the amount of routine data to be reported through the 

e-HMIS is limited, so detailed information is also collected through sentinel sites, special 

studies, and surveys (Uganda Ministry of Health, 2010). Collecting and identifying the 

data for reporting only does not provide any value (Oracle, 2020). 

All this data is collected but not analysed. Hence, most of the data is left untapped. Mazsei 

and Noble (2019) point out that it is only a small number of organisations that employ 

data roles within their strategic approach for decision-making. Hence, the data analysis 

standards in healthcare are not designed for big data analysis solutions, and more so, 

converting the insight into actionable public healthcare solutions is a problem (Morales, 

2013; Ray et al., 2015; Uganda Health Sector Development Plan, 2015). Hay (2013) 

asserts that the potential to use advanced technologies to identify various disease 

outbreak outcome prediction and management efforts is missing.  
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However, scholars such as Gianfrancesco et al., (2018), investigated on use of models 

in healthcare. Models could objectively synthesize and interpret the data in medical 

records but decisions made could be subjected to biases of missing data, patients 

identified without the use of models (Gianfrancesco et al., 2018). Further asserts that, 

model based clinical decisions support tools that use electronic record data and do not 

provide information that is meaningful.  To get meaningful information from the use of 

models, an integration of other factors such as organizational capabilities, personal skills 

and BDA capabilities need to be addressed to lead to quality healthcare in health 

organisations (Wang et al., 2019). So, the gap identified for this study is the limited 

understanding on the factors that contributes to the use of BDA to improve public 

healthcare outcomes management (Augustine, 2014; Uganda Health Sector 

Development Plan, 2015). This study, therefore, aspired to develop a Big Data Analytics 

Predictive Model (BDA-PM) that could facilitate early infectious diseases outbreak 

outcome prediction for improved healthcare management. 

1.4.  The aim of the study  

This study aims to develop a Big Data Analytics Public Health Predictive model (BDA PH-

PM) that could be leveraged to facilitate early infectious disease outbreaks prediction for 

improved health outcomes.  

1.4.1 Objectives  

The following objectives aid the achievement of the research aim: 

1. To establish the sources of big data used for intervention of disease outbreak.  

2. To identify how data is pre-processed in order to be transformed for processing. 
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3. To identify the platforms used to process data. 

4. To establish how early disease prediction is currently done. 

5. To investigate the challenges encountered in the process of disease outbreak 

outcome prediction and management. 

6. To use the identified variables or challenges to develop a BDA PH-PM that can be 

used for early disease outbreak prediction to improve health outcomes.  

1.5 Research questions  

The following research questions guided this study. 

1.5.1 Primary research question  

What will be a suitable BDA classification model to be used as a BDA-PH-PM for early 

disease outbreak prediction that can be leveraged to facilitate early infectious disease 

outbreaks prediction of public health outcomes? 

1.5.2 Secondary research questions  

1. What are the sources of big data used for interventions in disease outbreak? 

2. How is data pre-processed in order to be transformed for processing? 

3. What are the platforms used to process data? 

4. How is early disease outbreak prediction and management done currently? 

5. What are the challenges encountered in the process of early disease outbreak 

prediction? 

6. What will be a suitable BDA classification model to be used as a BDA-PH-PM for 

early disease outbreak prediction for health outcomes improvement?  
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1.6 Justification of the study  

BDA has been successfully used in other disciplines such as business, technology, 

health, smart cities, agriculture, finance, utilities, and manufacturing in countries such as 

Saudi Arabia, India, Ireland, China, Germany, and Italy (Chen et al., 2007; Augustine, 

2014; Gupta & Tripathi, 2016; Kechadi, 2016; Muller et al., 2016; Held et al., 2017; 

Scarpato et al., 2017; Chen et al., 2017; Gahlautt et al., 2017; Shafqat et al., 2018). 

However, there is limited literature about healthcare big data analytics in Africa in general, 

and in Uganda in particular, although Egypt has used BDA (Youssef, 2014). In healthcare 

there is weak business intelligence to analyse the data elements in relation to the users’ 

needs (Uganda Country Report mTRAC and U-Report, 2012; Kiwanuka et al., 2015), 

leading to limited use of health data (Kiwanuka et al., 2015; Uganda Health Sector 

Development Plan, 2015). 

Some health documents - such as the Uganda National Development Plan 11 (NDP11), 

(2015), Uganda Health Sector Development Plan, (2015) - and Huang et al., (2017) 

recommend the need for strong data summaries and proper analysis. The Uganda Health 

Sector Development Plan (2015) calls for technical guidance to be given such that it is 

enforced from MOH to lower levels and partners. In return, providing a mechanism for 

evidence generation of data and oversight that needs to be streamlined and strengthened 

to avoid a situation where data is resource-driven rather than need-driven should be a 

priority (Uganda Health Sector Development Plan, 2015). This necessitates the designing 

of a BDA-PH-PM to be leveraged when predicting disease outbreak for health outcomes. 
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The developed BDAM would give an opportunity to involve stakeholders in the early 

disease prediction ecosystem to boost their business models. A business model for big 

data depends on how data is used. Business models can be used internally for decision-

making, and externally for selling insights (Benjamin, 2014). The recommendations 

formed would provide the insight that big data opportunity should not only be viewed as 

helping big business but also improves societies and people’s lives (Benjamin, 2014; 

Dilsizian & Siegel, 2014). Based on the above, recommendations could be made on how 

to implement the developed BDAM which is anticipated to promote the integration, 

sharing, and reusing of big data (Jaulent et al., 2016).  

1.7  Theoretical foundation of the study  

A theory is a mental view of something to be done (Gregor, 2006.) from which principles 

are followed explaining a group of facts (Kmock, 2017) with the aim of describing, 

explaining, and enhancing understanding of the world (Baskerville et al., 2018). This study 

used an MIS contingency theory with the aim of describing, and explaining BDA 

technology in order to enhance understanding of data management in the world of public 

health. More details on the theoretical foundation are explained in Chapter Three. 

Theories sometimes provide predictions of what will happen in the future and give a basis 

for intervention and action (Motara & Van der Schyff, 2019).  This study also viewed BDA 

as a technology that would aid the early prediction of disease outbreak outcomes, which 

could create a basis for early intervention and action. 

Some researchers - such as Kaisler et al., (2013), Ernst and Young Global Ltd (2014), 

Alexandru and Coardos (2015), Sagiroglu and Sinanc, (2013), National Academies of 
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Sciences, Engineering, and Medicine (2016), Kosinski et al., (2016) Quitzau, (2014), Gupta 

and Tripathi, (2016), Janchenko et al. (2016), Manisha et al. (2016), Sekhar and Sekhar, 

(2017); Scarpato et al. (2017), Samosir et al. (2017), Mahmoud et al. (2017), and Shafqat 

et al. (2018) - have investigated the implementation of BDA in electricity and utility, power 

efficiency, healthcare, health insurance, and agriculture. However, this study noticed that 

despite such studies being investigated on BDA implementation, it is not yet embraced in 

Africa, and in Uganda in particular. Further, they have not used IS guided theory in their 

investigations to guide research design and aid me to identify independent and dependent 

variables and how they relate (Babbie, 2013).  

IS adoption theories identified and used by IS researchers include Resource Based 

Theory (RBT) (Jurevicius, 2013; Mikalef et al, 2017; www.Is.theoriseit.org; Mazsei, & 

Noble, 2019; Varaa et al.,2019); Organisational Learning Theory (Trujillo et al., 2005; 

Baskerville & Pries-Heje, 2010; Scarpato et al., 2017; Elankavi et al., 2017); Upper 

Echelon Theory (UET) (Hambrick & Mansion, 1984), Technology Acceptance Model 

(TAM), (Venkatesh & Davis, 2000), Diffusion of Innovation Theory (DIT) (Halawi & 

McCarthy, 2006;Ola & Sedig, 2014), and Contingency Theory (Weill & Olson, 1989). 

From all the above-mentioned theories it is MIS Contingency Theory that was identified 

as influential, as it explains well the adoption of new innovation considering the 

contingency issues such as organisational strategy, structure, environment, individual 

task, and technology in relation to the IS innovation variables of structure, management, 

implementation and  development from which they are analysed in order to ascertain their  

performance in terms of satisfaction, success effectiveness, and innovativeness to 
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improve organisation performance (Weill & Olson, 1989). These theories are explained 

in detail in Chapter Three.  

1.8 Research methodology for this study   

This section deals with the research methods, design, and analysis techniques that were 

applied in this study. The detailed discussion of the methodology is done in Chapter Four. 

The nature of this study was descriptive, explanatory, and exploratory, with healthcare 

employees as a unit of analysis. A cross section approach was used where the unit of 

analysis was observed only at one point in time (Babbie, 2013). The study used a field 

survey study as per the nature of variables investigated upon. 

In summary, this study used DSR as a methodology, following DSR guidelines of 

designing an artefact, problem relevance, design evaluation, research contributions, 

research rigour, design as a search process, and communication of research (Hevner & 

Chatterjee, 2010. This helped the study to be relevant in the social environment of public 

healthcare (PH). Through literature review, I had to first understand the practice or the 

process that is used in PH in order to build on prior knowledge about the behaviour of 

things (Woolhouse, 2011).  This helped me to carry out an inquiry focusing on developing 

an innovative artefact that would be used to handle business needs of PH (Herwix & 

Rosenkranz, 2018); so DSR as an artefact was developed in order to improve business 

needs of healthcare outcome prediction in PH (Goldkuhl & Sjostrom, 2018) 
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1.8.1 Data collection  

In this study data was collected by distributing 609 questionnaires to individual employees 

of government health hospitals, such as data management officers of district health 

systems, M&E officers, data clerks, and some medical professionals as this study’s unit 

of analysis was from 56 health centre IVs, 14 hospitals, and 2 referral hospitals in mid-

western Uganda. The questionnaire focused on their perception about the use of BDA for 

disease outbreak prediction (Brunk, 2012; Christaki, 2015). 

1.8.2 Data analysis  

SPSS Version 20, Rtools Version 4.0, and R studio and R programming on Windows 

were used for data analysis. SPSS was used for initial analysis where quantification, 

univariate, subgroup comparison, bivariate, and multivariate analysis were done. Also, 

descriptive analysis was done to test reliability and validity of the collected data (Alaka, 

2017). Further still, regression analysis was also run to construct significance, model fit, 

hypothesis testing, and multicollinearity test (Tomaschek et al., 2018), and correlation 

coefficient was performed as well. 

R studio and R programming was used to pre-process data for model development by 

using variables selection techniques of Linear Model (LM), backward selection, forward 

selection, and stepwise selection. Akaike information criterion (AIC) which is a metric 

used to compare fit of different regression compatibility processes (CP) which show the 

spread of variation present in a process and R squared adjusted, were measures used to 

select the variables that were used in model development (Torgo, 2011). A selection 

technique that returned a higher AIC, R-squared adjusted and CP was considered for 
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model development (Nyce, 2007). Further R was also used to test goodness of fit using 

the Chi-square technique, with the chisq.test function where the p-value and degree of 

freedom (df) were used to measure goodness of fit for the dataset that was used for 

developing the BDA-PH-PM model.  R further still was used to partition datasets into 

training and testing data where a sample split function was used. R was further used to 

operate with R studio, where a working directory was set and the packages and libraries 

of the algorithm or classification models were installed; then R was used for predictive 

analysis where predictive tools of linear discriminant analysis (LDA), quadratic 

discriminative analysis (QDA) and logistic regression (LR) were used to select the 

appropriate tool that suites the dataset collected from the target population. 

This study’s analysis was underpinned by an applied conceptual architecture of ig Data 

Analytics (BDA) described in detail in Section 1.14 and Figure 13.4 from which an analysis 

research framework for this study was developed to guide the study in the flow of analysis 

procedure as described in Figure 14.4.  IS researchers are advised to extend their 

reporting of statistical methods to include approaches that go beyond hypothesis testing. 

By using data mining and machine learning algorithms (Muller et al., 2016), this study 

addressed Muller et al.’s (2016) recommendation by extending its study from hypothesis 

testing to model development using the identified machine learning algorithms as 

described in Section 5.16.  

1. 8 Research ethical considerations  

According to Gomm (2008), research ethics are rules of moral good conduct for 

researchers while conducting research. In this study, institutional ethical clearance from 
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TUT was attained - REC Ref #: REC2019/11/007 and Faculty Ref#: 

FCRE/ICT/2019/10/005 (ICT), and the Uganda National Council for Science and 

Technology (UNCST) before the actual field research. These are attached as appendix. 

The benefits, processes, and necessities of this study were well explained to participants’ 

before informed consent was got. The participants had a right to withdraw from 

participating and not to answer any question they did not comprehend. I ensured that 

confidentiality and anonymity were considered which safeguarded the participants’ 

privacy, and they were protected from being embarrassed. The next section outlines the 

thesis structure. 

1.9  Outline of chapters  

 

Chapter One: Introduction 

This chapter introduces ideas covered in the whole thesis as well as the background to 

the study, problem formulation and problem statement, study objectives, research 

questions, justification of the study, and research ethics.  

Chapter Two: Literature review  

This chapter reviews literature. The concepts and other data management concepts are 

discussed. It also reviews BDA as a data management tool from different perspectives. 

Further, BDA capabilities, challenges are identified and discussed. Lastly, related work 

and the gaps are identified from the literature review.  
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Chapter Four:  Theoretical foundation  

This presents the theoretical foundation of this study. It describes the IS theories that are 

the foundation of the research framework. The constructs from the theories are used to 

absorb the identified challenges from literature review. A justification is presented for 

choosing the theory used. It also presents hypotheses formulated from the research 

framework constructs.  

Chapter Four: Research design and methodology  

This discusses the research design and methodology, philosophical paradigm, and the 

methods and techniques used in data collection that answered the research questions of 

this study. It also presents conceptualisation and operationalisation of constructs with 

their measurements. The pre-test and pilot study survey and its analysis are presented. 

Chapter Five: Data analysis and results  

This presents the analysis of the identified factors, and the selection of the factors that 

were used in model development. It also presents the chosen arithmetic model that was 

used for model development and evaluation using the test data.  

Chapter Six: Discussion and conclusions  

This presents the discussions and findings of this study. Research objectives and 

questions are re-visited to check whether they are achieved as stated in Chapter One. It 

also presents a modified research framework according to the accepted variables for 

model development. Lastly, it presents the study contribution and recommended future 

studies. 
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1.10 Summary and conclusion 

This chapter presented the foundation of this thesis. The background of the study and the 

healthcare systems in Uganda as well as governance structures in the healthcare system 

were discussed to show the organisation, structure, and individuals involved. The M&E 

system and its functions were discussed as an umbrella of data management in 

healthcare. Information systems, information management systems (MIS), and Health 

Management Information Systems (HMIS) were discussed to create a basis of BDA as 

an information system. Also covered in the chapter were the problem formulation, 

problem statement, objectives and research questions, justification of the study, research 

ethical considerations and, lastly, the thesis outline. 
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CHAPTER TWO: LITERATURE REVIEW  

2. Introduction  

Chapter One presented the background, aims, objectives and research questions that 

aided me to achieve the objectives of this study. In addition, Chapter One discussed the 

justification and ethics of the study. This chapter discusses the related literature and 

ethics that guided this study. A comprehensive literature review was done based on 

various areas of this study, and these included: data, information, knowledge, Big Data 

(BD), and Big Data Analytics (BDA). This literature review was focusing on other studies 

that have been done in the field of data management and BDA as a data management 

component. The review of literature generated a number of challenges regarding BDA 

use. The literature focused on identifying the challenges of BDA as a data management 

component. These challenges were used as factors that were used in the development 

of BDA-PH-PM that would assist in the prediction of healthcare outcomes. 

2.1 Data management and healthcare viewpoints  

In the healthcare segment in Uganda, Information Communication Technology (ICT) is 

implemented in the form of (HMIS) - refer to Section 1.4. This study focused on data 

management which is part of HMIS. Data management in healthcare is done by M&E 

teams (Uganda Health Sector Development Plan, 2015). For more details, refer to 

Section 1.2.2. The next section discusses data management and big data analytics 

(BDA). 
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2.2 Big  data analytics (BDA)  and Data management  

According to Russom (2011), BDA is a subset of data management. The goal of BDA in 

healthcare is to model, predict, and carry out classification and regressions in analysis 

(Nazir et al., 2020). The next section discusses the concepts of this study in order to have 

a thematic review that helps to explain key themes or issues relevant to this study’s topic 

(Watson, 2015; TUT class notes, 2018). The concepts are reviewed as described below. 

2.2.1 Data 

This is defined as a collection of raw facts, measurements about things, procedures, 

activities, and transactions that is not organised to carry any meaning. Data is a set of 

values which can be qualitative or quantitative variables (Shu, 2016). Data is described 

as new oil because of its value (Ng, 2015). According to Houstle and Angel (2014), data 

is pattern recognition. This study disagrees with Houstle and Angel (2014) because in 

support of Ng (2015), data gains value or patterns when processed otherwise it remains 

in its crude form as unprocessed oil. In this study, big data is the raw material or asset 

that needs to be processed and analysed for better insights and decision-making on early 

prediction of infectious diseases. The raw data was in text and numerical form, hence 

qualifying it to be big data. 

2.2.2 Information  

This is organised sensible data that has value added to raw data with identified patterns 

desirable to the context or meaning (Houstle & Angel, 2014). In this study, information 
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was derived at big data mining level. Information becomes information when is 

recognised, understood, and used in a given context (Loez & Petter, 2018). 

2.2.3 Knowledge  

This is information with sensible interpretation, which is relevant in relation to the context, 

which leads to actions such as processes, instructions, beliefs, and guidelines that 

manipulate data (Houstle & Angel, 2014). In this study, knowledge was identified as data 

use where it is visualised in implicit form then explicated using analysts or healthcare 

employee knowledge management and decision-making on early outbreak prediction of 

infectious diseases and management. Data, information, and knowledge are concepts 

related to optimal decision-making (Shortliffe & Cimino, 2013). In a nut shell, data, 

information, and knowledge are used synonymously or interchangeably. However, they 

have different definitions in ICT (Stair, 1996; Turn et al., 2005). 

2.2.4 Big Data:  

Cuzzocrea et al., (2011) defines big data as an anonymous amount of unstructured data 

produced by high performance applications. Big Data is endlessly progressing with 

gigantic volumes of organized, semi-organised, and unorganised data (National 

Academies of Sciences, Engineering, and Medicine, 2016; Roy & Singh, 2017). Other 

scholars such as Chiheb et al. (2019) define BDA as an advancement in technologies 

that enable organizations to collect, store, manage and analyse such data to transform it 

into information and knowledge. Big data is produced from diverse sources such as 

sensors, environment, astronomy, atmosphere science, social networking sites, life and 

medical sciences, government data, natural disaster and resource management, web 
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logs, mobile phones, sensor networks, scientific research, and telecommunications 

(Gupta et al., 2014). This study got its data from government healthcare institutions. 

However, many researchers define big data in terms of its characteristic of volume, 

variety, velocity, veracity, complexity, value, and variability (Kaisler et al., 2013; Chen & 

Zhang, 2016; Benjamin, 2014; Chawda & Thakur, 2016; Roy & Singh, 2017).  

This study focused on Chiheb et al.’s (2019) definition of big data and considered the 

three main BD characteristic of volume, variety, and velocity, abbreviated as the 3Vs. 

These 3Vs require an appropriate technology capable of handling them. This study 

suggested BDA as a new data management technology to be used to analyse data such 

that it is transformed into information and knowledge for early disease outbreak outcome 

prediction. Volume is data at rest (Ola & Sedig, 2014). I ensured substantial quantity 

(volume) of data is collected that can be used for predictive analytics. Variety is data in 

many forms such as text, audio, video, numerical, geospatial and sensor data (Fan & 

Bifet, 2013; Ola & Sedig, 2014). This study collected data in the form of text from 

structured questions and both closed and unclosed questionnaires (Kitchin, 2014). 

Velocity is speed required for data production, data processing, and analysing (Chiheb et 

al., 2019). Other scholars add the BD characteristic of veracity and value where veracity 

is provenance, trustiness or correct meaningfulness of data (Ng, 2015; Chawda & Thakur, 

2016; Zhang et al., 2016; Cuzzocrea et al.,2017). Incomplete, inaccurate data in doubt 

creates challenges in reasoning for decision-making (Ola & Sedig, 2014). I ensured the 

veracity of data by ensuring that it is from trustworthy sources, and cleaned before being 

used for further analysis. Then, lastly, the value dimension was considered when the data 

is used to inform decision-making on disease outbreak to improve management of health 
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outcomes (Fan & Bifet, 2013; Cuzzocrea et al., 2017). Owing to big data features, carrying 

out data analysis calls for the use of new, advanced, and accessible technology to collect, 

process, and analyse enormous amounts of data gathered (Ernst & Young Global Ltd, 

2014).  

Wu et al. (2014) views big data using a metaphor of an elephant where different blind 

men collect different information about the elephant and possibly end up with different 

conclusions, but more so the elephant is fast growing. So, it necessitates an expert to 

gather the information from different sources in order to have a clear picture of the 

elephant in real time. However, the experts in the healthcare domain recognise that 

employees do not have BDA skills to get a clear picture of the huge data collected for 

better insight and decision-making (Raghupathi & Raghupathi, 2014; Scarpato et al., 

2017; Shafqat et al., 2018). Big data itself is not important, but being in a position to use 

information derived from it is what matters (Alexandru & Coardos, 2015; Torrecilla & 

Romo, 2018). Developing a better, clear understanding from big data necessitates the 

use of BDA (Janchenko et al., 2016). 

2.2.5 Big d ata analytics (BDA)  

BDA analysis is often used interchangeably by different researchers and practitioners 

(Russom, 2011; Ohlhorst, 2012; Youssef, 2014) with concepts such as business 

intelligence, data mining, analytics, statistical softwares, predictive analysis, and data 

modelling. BDA in health can provide a solution to processing health data in order to get 

insights for decision-making (Gonzalez-Alonso et al., 2017). BDA can be categorised into 

six techniques: assemble, association, high dimensional, deep, precision, and divide and 
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conquer analysis (Shu, 2016). This study focused on the assembling technique by using 

different classification algorithm (Nicolae et al., 2017). Abdelhakim et al. (2017) and 

Gonzalez-Alonso et al. (2017) assert that BDA is an innovative and technological tool that 

can be used in health decision-making for healthcare intervention. In return, people’s 

health can then be improved (Benjamin, 2014). Earlier on, Bates et al. (2014) argued that 

clinical analysis can be used for analysing large quantities of data and getting new insights 

from that analysis. BDA can be influenced by a number of factors that can create a 

conducive environment for analytic activities. Below are some of the identified factors.  

2.2.6 Models  

Models are sometimes concurrently referred to as machine learning algorithms (Chae et 

al., 2018). A model in this study represents a computational mathematical equation that 

presents a system that specified variables as parametric, used to ascertain a relationship 

and their associated parameter values (Mousavian et al., 2023). In Africa literature on 

models developed for predicting infectious disease outcome predictions are limited (Turki 

et al., 2023). However, BDA and machine learning algorithm are used for predicting 

different diseases and health situation (Santangelo et al., 2023; Zhou et al., 2023). A K-

NN model was chosen as the best prediction model to estimate the recurrence rate of 

early Hepatocellular carcinoma (HCC). The model would help to allocate treatment in 

order to achieve safe oncological outcome (Liu et al., 2022).  

The next section discusses factors or variables that can influence BDA that were derived 

from the literature reviewed. 
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 Interoperability  BDA requires different areas of knowledge (Torrecilla & Romo, 2018). 

This may provide recognizable quality and complete solutions to big data where experts 

from multidisciplinary fields or teams are given a platform to collaborate (Ng, 2015). 

Collaboration brings about the integration of large amounts of data that can be integrated 

and combined from different sources. Different fields could lead to huge improvements in 

healthcare systems (Herland, 2014). In healthcare, interoperability can handle the 

challenges of accessing, sharing, and re-using of big data (Jaulent et al., 2016; Kechadi, 

2016). In addition to interoperability, Kechadi (2016) adds legal, ethical, compatibility and 

portability as healthcare ecosystem challenges that hinder the effect of BDA. However, 

interoperability comes with privacy and security challenges (Lopes & Quaresma, 2016). 

Privacy and Security: Big Data and its analytical tools can provide a challenge to 

privacy, security, and trust (Sagirogive & Sinanc, 2013; Youssef, 2014; Bates et al., 2014; 

Ng, 2015; Kechadi, 2016; Lopes & Quaresma, 2016; Hilbert, 2016; Elankavi et al., 2017). 

However, security, privacy, ownership, and procedures can be handled by big data 

governance (Raghupathi & Raghupathi, 2014).   

Big Data governance : Raghupathi and Raghupathi (2014) recommend data governance 

issues to be considered while implementing BDA projects. Data governance is a 

backbone of all data management related issues in an organisation for them to realise 

their intended goals (Shi & Tong, 2016). Data governance is managing the data in order 

to achieve an integrated and common vision of data across the entire organisation 

(Gonzalez-Alonso et al., 2017). Big data governance aims at managing people and their 

policies. Data governance is very vital in this study because it would assist the study to 
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achieve the social component of developing the BDA-PH-PM (Loez & Petter, 2018). Data 

governance leads to the improvement of data quality. 

Data quality : this is a prerequisite for BDA (Kosinski et al., 2016; Trunser et al., 2017). 

Data quality is checked by veracity of big data (Shu, 2016). Veracity is a doubting state 

of data. Uncertain data hinders data analytics. According to Ola and Sedig (2014), public 

health data is in most cases incomplete and inaccurate hence not of quality. Nyce, (2007) 

asserts that the validity of any predictive model depends on data quality. This study 

ensured raw data is cleaned before being transformed and used for BDA-PM-PM 

development (Samosir et al., 2017). 

Data quantity : The quantity of big data assists in predictive modelling and machine 

learning. There should be sufficient data that can be used in developing a predictive 

model (Nyce, 2007). Predictive models require sufficient data for its development 

(Pavlopoulou et al., 2017). However, the factors may be present in an organisation, but 

health professionals do not have both health and analytic skills to carry out BDA activities 

in real time (Ola & Sedig, 2014). As a result, public healthcare employees end up doing 

data analyst activities (Ola & Sedig, 2014). In the process of doing analysis work, 

healthcare professionals become confused and frustrated on issues concerning BDA 

(Dilsizian & Siegel, 2014; Raghupathi & Raghupathi 2014; Janchenko et al.,2016). To 

minimise the shortage of skilled professionals, Hilbert, (2016) recommends the use of 

collective data analysis schemes either through collaboration or competition. In this study, 

the objective is to develop a big data initiative such as BDA-PH-PM that can be used for 

early disease outbreak prediction which is assumed to reduce the confusion and 

frustration concerning BDA in public health.  
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Predicting and an early disease outcome model is a problem-solving initiative. The 

initiative’s end result is reducing the time lag of providing a response to disease outcome 

management. To achieve BDA benefits of early disease outcome prediction, BDA 

computational tools such as machine learning models or algorithms are used (Ola & 

Sedig, 2014; Mani & Fei, 2017); and an appropriate algorithm that suites the environment 

of the user must be selected (Choi & Varian, 2012). However, one may not know which 

algorithm fits one’s environment (Sagirogive & Sinanc, 2013). Brownlee (2016) and 

Torrecilla and Romo (2018) assert that it is of no benefit to use expensive and good 

models on a wrong problem. To identify an appropriate model and a right problem, there 

should be BDA capabilities that support the analytics (Russom, 2011). The next section 

describes BDA capabilities. 

2.3 BDA capabilities 

BDA has capabilities of prescriptive, descriptive, diagnostic predictive, and inferential 

analytics (Banerjee et al, 2013). Each analytic capability or type listed above has its 

specified techniques used for analysis. Below BDA capabilities are briefly elaborated. 

2.3.1 Descript ive analytics  

This is used to examine a particular event using real time data (Wu et al., 2014). It is used 

for monitoring day-to-day processes (Banerjee et al, 2013). It is used to address the 

question: “What happened?”. It uses techniques such as queries, dashboards, 

visualization, and drill down (Sharda et al., 2013). It is employed by transaction processing 

systems (TPS) at the operational level of management (Laudon & Laudon, 2010).  
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2.3.2 Prescriptive analytics  

This is used to suggest actions to be taken for optimization purposes. Hence this enables 

decision-makers to maintain their position (Sharda et al., 2013). That is to say, it allows the 

use of simulation and optimization algorithms to suggest possible outcomes and answers 

to the problem. It is used to address questions such as: “What is the possible cause of 

action?’’. This being decision-making oriented, it uses techniques such as what-if 

analysis, decision rule systems, linear programming, and multi linear regression (Torgo, 

2011; Banerjee et al, 2013). This is performed by management information systems (MIS) 

and decision support systems (DSS) (Laudon & Laudon, 2010). 

2.3.3 Diagnostics analytics  

This is used to identify or discover the root cause of a problem by examining events 

through checking what could have led to the event. It addresses the question: “Why did it 

happen?”. It uses visualization techniques (Banerjee et al, 2013) implemented by MIS and 

DSS (Laudon & Laudon, 2010).  

2.3.4 Predictive Analytics  

This extracts patterns or trends, identify risks and opportunities, or future probabilities 

from datasets based on past experiences (Sagiroglu & sinanc, 2013). It handles the 

question: “What will happen?’’. It uses techniques such as data mining, the decision tree 

model, classification, neural networks, statistics, clustering algorithm, mathematical 

models, and machine learning (Banerjee et al, 2013; Sharda et al., 2013). This study used 
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this BDA capability as the selected type to aid in handling the suggested solution of this 

study to use the developed model to predict healthcare outcomes.  

2.3.5 Inferential analytics  

This is used to check the independent variable that could be having a strong impact on 

the target or dependent variable. It also identifies the type of relationship within the 

variables. It is believed to be a subordinate of predictive analytics. Müller et al. (2016) 

observed that without using inferential computational techniques to identify patterns in 

datasets, big data just becomes noise. Patterns in datasets help to identify correlations. 

Lack of correlation analysis on a dataset leads to poor data locality hence increasing the 

cost of data network traffic (Ahmed & Bhattacharya, 2017).  Inferential analytics involve 

techniques such as regression analysis (Müller et al., 2016). This type of analytics was 

used for data pre-processing which was used later in the development of a BDA-PH-PM 

as the solution of this study. The next section discusses the BDA challenges. 

2.4. Benefits of BDA  

BDA aims at implementing big data intelligence to derive decisions (Xie et al., 2016). BDA 

provides a cost-effective prospect for improved decision making in development areas 

like healthcare (Hilbert, 2016; Han & Drake, 2016). Most decisions if not all are made on 

probabilistic gambling that bases on prior information (Hilbert, 2016). BDA implementation 

involves data collection, storage, and use of information and knowledge (Jaulet et al., 

2016). So, BDA is vital in the process of decision making on disease outbreak prediction 

(Shortiliff & Bennet, 2014).  
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To use information and knowledge for decision-making, the user must have cognitive 

capabilities of analytical reasoning, interpreting, and problem solving (Ola & Sedig, 2014). 

These cognitive activities become a challenge to human understanding, especially the 

handling of big data characteristics such as volume, variety, velocity, and veracity (Hilbert, 

2016). The human mind needs to be supported with computer-based information 

computational tools for BDA (Ola & Sedig, 2014; Mani & Fei, 2017).  BDA computational 

tools are considered to be advanced analytics in the sense that the activity of analytics 

requires the collection of related techniques and tool types such as predictive analytics, 

data mining, statistical analysis, and data visualization that support the analytics 

(Russom, 2011; Dilsizian & Siegel, 2014; Mani & Fei, 2017). 

2.5 Big Data Analytics Challenges  

A number of challenges are hindering the growth of BDA (Sagirogive & Sinanc, 2013). 

The challenges range from technical, conceptual, and operational (Ohlhorst, 2012). 

Technical and operational challenges concern the data itself and its processing, while 

conceptual challenges are management challenges (Sivarajah et al., 2017). These 

challenges may include but are not limited to the following: 

�x Limited human skills : Experts in the healthcare domain do not have big data 

analytic skills to interpret data collected for better insight and decision-making 

(Sagirogive & Sinanc, 2013; Ernest & Young Ltd, 2014; Raghupathi & Raghupathi, 

2014; Kim et al., 2015; Hilbert, 2016; Scarpato et al., 2017; Shafqat et al., 2018). 

In addition to limited skills, visual analytics (VA) requires skills and techniques on 

data reduction, integration, governance, and knowledge presentation which does 
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not manifest in public healthcare employees (Samosir et al., 2017; Scarpato et al., 

2017; Shafqat et al., 2018). Under limited skills, the inability to capture, store, 

search, share, transfer, analyse, and lastly visualise is identified (Samosir et al., 

2017). 

 

�x Complexity of b ig data itself : Big data characteristics of volume, variety and 

velocity make it more complex to be handled by mining and analytics (Kaisler et 

al., 2013; Kechadi, 2016). As if its high dimensionality is not enough to make it 

complex, its variety is also further sub grouped into audio, text, and images or 

photos (Torrecilla & Romo, 2018). 

 

�x How to use the extracted information to create business intelligence components 

such as plots, diagrams, dashboards, and many others that aid decision making is 

also a challenge to many organisations (Cuzzocrea et al., 2011; Ola & Sedig, 

2014). BI involves analysing, reporting, and performance management (Chawda 

& Thakur, 2016). 

 

�x Other challenges that can hinder BDA include: data governance policies, 

infrastructure, integration, regulations or compliance, visualization, security 

concerns, operational expenses, unmanageable data rates, limited abilities of 

compressing the data and insufficient central processing (CPU) power (Sagirogive 

& Sinanc, 2013; Youssef, 2014; Alexandru & Coardos, 2015).  
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�x Consolidating and processing segmented data, aggregating and analysing 

unstructured data and unified standards (Sagirogive & Sinanc, 2013; Alexandru & 

Coardos, 2015). 

Sivarajah et al. (2017) summaries BDA challenges into challenges of data (these relate 

to the characteristics of data itself), process challenges (this is related to how techniques: 

how to capture, integrate and transform data, select the right model for analysis, and how 

to provide results), and management challenges (this covers privacy, security, 

governance, and ethical aspects. It also includes lack of skills related to understanding 

and analysing data). Table 1 below shows BDA challenges. 
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Table 1: BDA challenges  

Challenges of data  

 

Process challenge  

 

Management Challenges  

 

Volume Data aggregation and integration Privacy  

Velocity  Analysis and modeling Security  

Variety Data interpretation  Data governance 

Veracity Data acquisition   Data and information sharing 

Variability Data mining  Cost/operational expenditures 

Visualization  Data warehousing Data ownership 

Value Data cleaning  

  Adopted from Sivarajah et al., (2017) 

From the literature reviewed, this study identified that different organisations or 

companies face different BDA challenges (Sagirogive & Sinanc, 2013). On that note, this 

study used the identified challenges as its prior information while carrying out 

investigation through qualitative and quantitative data collection questions (Woolhouse, 

2011). 

2.6 Early disease outbreak outcome  prediction for healthcare  

Early disease prediction is the alert system or early warning system in healthcare that can 

enable public healthcare institutions to identify disease outbreaks (WHO, 2004); more so, 

quickly identifying the clusters affected. In return, it facilitates early responses on outcome 

management (National Academies of Sciences, Engineering, and Medicine, 2016). 
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Healthcare outcomes are ascertaining coverage of intervention and disease prevalence 

risk behaviour and factors (Uganda Ministry of health, 2015). Early disease outcome 

prediction is the tracking of epidemic outbreaks from re-emerging by making real time 

response. Early prediction and tracing mechanisms are very important in reducing the 

influence of epidemics by preventing them from becoming uncontrollable through making 

a rapid response (Xie et al., 2017). Christaki (2015) alluded that early disease prediction 

needs to be coupled with rapid public health response. However, disease surveillance 

activities focus on detection but not prediction (WHO, 2004). This study’s focus is on 

prediction of healthcare outcomes. WHO (2004) asserts that early warnings are 

predictions, but not all predictions are early warnings. In the context of this study, early 

warnings were from model predictions of factors that support or do not support early 

disease outbreak outcome prediction. The next section describes the term infectious 

disease. 

2.7 Infectious disease  

These are caused by micro-organisms like bacteria, viruses, parasites, or fungi that may 

cause a disease that can spread directly or indirectly from one creature to another (World 

Health Organisation, 2017). Further, WHO adds that there are diseases for animals that 

are infections that can cause disease when spread to humans. So, this study 

concentrated on infectious diseases in the context of factors that support or do not support 

- early disease outbreak outcome prediction. The support or lack of support factors were 

determined by predictors which were identified as challenges or variables. The healthcare 

outcomes include ascertaining coverage of intervention and disease prevalence risk 
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behaviour and factors (Uganda Ministry of health, 2015). This leads to improved health 

outcomes management (WHO, 2004). 

2.8 Public health  

Public health is ‘the science and art of preventing disease, prolonging life, and promoting 

health through the organised efforts and informed choices of society, organizations, public 

and private communities, and individuals’ (Winslow, 2014). Public health has five core 

sciences it focuses on. These include: prevention effectiveness, surveillance, 

epidemiology, laboratory, and informatics. This study focused on health informatics.  

Figure 3 below shows the core sciences of public health. 

 

 

Figure 3: Core sciences of public health adopted from Winslow, (2014) 

Public health informatics is the systematic application of information, computer science, 

and technology to public health practice, research, and learning (Shortliffe, & Cimino, 
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2014). This study focused on informatics for a systematic application of information using 

BDA as a data management technology for public healthcare practice on early disease 

outbreak outcome prediction.  

Data management has positively affected the healthcare sector greatly by providing 

solutions that enhance information access, storage, and retrieval. Healthcare provides 

use of the innovative technology of electronic health management information system 

(eHMIS) (Uganda Ministry of health, 2015). Some of the e-HMIS used in Uganda include: 

mTRAC (mobile tracking), U-report (SMS service for registered stakeholders to share 

feedback on developmental issues), and DHIS2 (District health information system 2) 

(Huang et al., 2017). mTRAC and U-report systems generate only sms as text and voice 

from mTRAC mobile tracking. DHIS2 was designed to cater for hospital administrative 

demands within the hospital operations, like clinical, administrative, human resource and 

financial functions (Chen et al., 2020). This implies that data from other sources like credit 

cards payment, CCTV cameras, population registries, health insurance databases, 

mobile apps, online patients’ forums, social media, as well as data from environmental 

conditions like urbanization, climate factors, social capital and stress, insurance, non-

governmental organisations (NGOs), and private clinics (Youseef, 2014; Jaulent et al., 

2016) are not catered for.  

All the data sources mentioned above come with information sets of high volume, velocity, 

and variety, with questionable state of veracity (Muller et al., 2016). This data demands 

cost effective forms of information processing, well established information technology 

(IT) infrastructure, and analysis tools (Mazsei, & Noble, 2019) whose products or results   

require visualization state in order for humans to be able to interpret patterns extracted 
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from analysed data (Muller et al.,2016; Rizk & Elragal, 2020). Making sense of data is 

always constructed through our knowledge and experiences, which enhances decision-

making (Chen et al., 2020). Data used for decision-making needs to be relevant or viable.  

In return, it could also be used to predict organisation outcomes (Mazsei & Noble, 2019). 

In the case of this study, the organisation outcomes are health outcomes such as 

ascertaining coverage of intervention and disease prevalence risk behaviour and factors 

(Uganda Ministry of health, 2015). Since big data is in a position to shape strategic 

thoughts and direct healthcare practitioners on health outcomes, tbig data provides value 

(Mazsei & Noble, 2019).  

The value from big data is appreciated by developed countries through the use of BDA 

IT infrastructure and tools that aid decision-making for healthcare intervention 

(Abdelhakim et al., 2017; Gonzalez-Alonso et al., 2017). There is limited use of big data 

in developing countries for healthcare outcomes (Uganda Ministry of Health, 2015). As 

stated by various researchers, this is due to the many challenges associated with big data 

management. These include expertise, operation, resource, regulation, and market 

access (Sagiroglu & Sinanc, 2013; Kaisler et al., 2013; Alexandru & Coardos, 2015; 

Mahmoud et al., 2017; Chen et al.,2020).   

In addition, the lagging of use of big data analytics in healthcare may be due to the state 

of the current healthcare IT infrastructure. e-HMIS is an IT infrastructure designed only 

for data storage and retrieval of data whenever report generation is needed, but not for 

analytic activities (Ministry of Health, 2015).  E-HMIS uses relational databases that have 

limited capacity for storing data of high volume, velocity, and variety; it analyses data to 

extract value for decision-making (Alexandru & Coardos, 2015).  



43 
 

Decisions on disease outbreak management, for instance in the case of the COVID-19 

pandemic, are made through the response team organised at three levels: central, 

regional, and district - involving various committees. This strategy was implemented while 

managing the Ebola outbreak in Uganda in 2000, 2011, and 2012; and 2014 in West 

Africa (Uganda Ministry of Health, 2015). The interventions used to manage disease 

outbreaks like Ebola and COVID-19, include the establishing of coordination 

mechanisms; early detection of suspected cases and contacts; investigations of 

suspected cases; prompt and effective management of all suspected cases; management 

of dead bodies; prevention; strengthening laboratory services, and; management of 

biomedical waste. For all the interventions mentioned above, there is no evidence-based 

information provided from analysis of big data (Uganda Ministry of Health, 2015). 

According to the Health Sector Development Plan (2015) and National Development Plan 

(2040), Uganda health system’s data analysis has remained a key weak point at all levels. 

Healthcare practitioners are expected to use analytical reasoning, interpretation, and 

problem-solving capabilities (Ola & Sedig, 2014) for decisions on disease outbreak 

prediction and management (Shortiliff & Bennet, 2014). However, healthcare decisions 

are often made on probabilistic gambling based on prior limited information (Hilbert, 

2016). Healthcare practitioners do not have both health and analytic skills to carry out 

analytic activities in real time (Ola & Sedig, 2014). As a result, healthcare practitioners 

end up doing data analyst activities (Ola & Sedig, 2014). In the process of doing analysis 

work, healthcare practitioners become confused and frustrated on issues concerning data 

analysis (Dilsizian & Siegel, 2014; Raghupathi & Raghupathi, 2014; Janchenko et al., 

2016). This makes healthcare systems to inappropriately fulfil the responsibility of 
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managing, preventing, and mitigate disease outbreak effects on the population (Hankins, 

2016). 

In addition, weak analysis skills lead to limited use of health data (Qazi & Ali, 2011; 

Kiwanuka et al., 2015). Under-utilization of health data creates a high level of redundancy 

(Holmes, 2016), and yet data can only create value when it is used (Tallon, 2013; 

Sagirogive & Sinanc, 2013). The value of data is reflected in its utility (Cuzzocrea et al., 

2017). Data value could be achieved by improving data processing ability (Roy & Singh, 

2017). The processing ability could be improved with models, techniques, and algorithms, 

which are BDA practices (Cuzzocrea et al., 2017).  On a sad note, e-HMIS does not have 

the capability of using big data with models, techniques, and algorithms for analysis 

(Ministry of Health, 2015). This leaves available data un-analysed. Hence, there is need 

to adopt and apply BDA that may improve public healthcare services and contribute to 

MoH strategy on managing disease outbreaks for improved health outcomes (Chen et 

al., 2020). Uganda has the potential of experiencing emerging and re-emerging diseases, 

and epidemics and pandemics of communicable diseases and other coronavirus like 

MERS and SARS (Hankins, 2016). Currently, the COVID-19 pandemic needs to be 

handled by using different strategies such as BDA for outbreak management and 

reduction of spread through public healthcare interventions. 

The collected data must be suitable for analysis so that it is used to enhance the quality 

of decisions made. (Botha et al., 2015; Rizk & Elragal, 2020). The pre-processed data is 

then injected into selected IT infrastructure for storage and analysis tools to mine the 

relevant information sets (Raghupathi & Raghupathi, 2014) that are interpreted for 

decision-making and further used to predict outcomes (Mazsei, & Noble, 2019; Rizk & 
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Elragal, 2020). Jaulet et al. (2016) asserts that BDA implementation involves data 

collection, storage, and use of information and knowledge. 

Today, the COVID-19 pandemic is managed using the procedures and practices that 

were used while managing the Ebola outbreak in Uganda and in West Africa in 2014 

(Thiam et al., 2015; Hankins, 2016). Ebola data was collected qualitatively and 

quantitatively. Quantitative data was entered into excel 2010 for analysis which was 

presented in the form of frequencies or tables. Qualitative data was recorded, grouped, 

combined, and analysed thematically (Thiam et al., 2015). This kind of analysis only 

handles data with low volume, but cannot handle data with increasing volume, variety, 

and veracity, and extract value from available data (Ohlhorst, 2012). Extracting value 

requires the use of BDA that enables the use of advanced data processing and analysis 

technologies, which allows the mining of data and its value for organisation use. The value 

of data is reflected in its utility (Cuzzocrea et al., 2017).  

Data value could be achieved by improving data processing ability (Roy & Singh, 2017). 

The processing ability can be improved with models (Cuzzocrea et al., 2017). Models are 

advanced technologies that can be used to identify the potential of various disease 

outbreak outcome prediction and management efforts missing (Hay, 2013). This study 

used various models of BDA technologies, which include: decision tree model, support 

vector machine (SVM), random, logistic regression, adaptive boosting (AB), multiple 

discriminant analysis, naïve bayes model, singular value decomposition (SVD), and 

artificial neural networks (ANN) (Sharda et al., 2013; Gahlaut et al., 2017). To develop a 

BDA-PM that can be used to facilitate early infectious disease outbreak outcome 
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prediction and management, BDA-PM would be used to identify the challenges that need 

to be urgently addressed. 

2.9 Related work  

This study carried out a related work literature review, to enable me to identify the gap in 

literature which the study intends to fill. The researchers whose work was reviewed as 

part of this study are discussed below: 

Big data is a form of new epistemology and standards observed depending on how big 

data is available and data analytics challenges recognized epistemologically across the 

fields of science, social science, and humanities (Kitchin, 2014). Furthermore, Kitchin 

assessed the degree to which BD causes a shift across numerous disciplines which may 

lead to a troublesome innovation leading to the need of reconfiguring how research 

should be conducted in different fields. The study recommended an urgent need for a 

reflection on the epistemological implications of big data analytics. This study focused on 

the epistemological perspective regarding how the BDA initiative can influence early 

prediction of infectious diseases outbreak outcomes, and create a real time response 

(Wang et al., 2019).  

Real time BDA is an important requirement in healthcare (Raghupathi and Raghupathi 

(2014). This could address the lag between data collection and processing by adopting 

analytical algorithms and managerial issues of ownership, governance, and standards 

which are woven into big data acquisition and cleaning that need to be addressed to 

improve healthcare services. The study was informative, and their conceptual framework 

was considered for analysis flow in this study. However, their focus was on how to get the 
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output from the analytics process. Yet BDA challenges involve challenges of the data 

itself, the processing, and the management (Sivarajah et al., 2017). This study goes an 

extra mile to bridge that gap (Ola & Sedig, 2014). 

Alexandru and Coardos (2015)  studied about utility information management where 

they identified BDA challenges such as consolidating and processing segmented data, 

aggregating and analysing unstructured data, information security, and lack of 

infrastructure and unified standards (Sagirogive & Sinanc, 2013). Samosir et al. (2017) 

identified BDA technology challenges as the ability to capture, store, search, share, 

transfer, analyse and, lastly, visualise. Alexandru and Coardos (2015) recommended 

future research to focus on aggregating and analysing unstructured data, indexing, and 

processing of data interoperability and data security for big data (Feder et al., 2018).  

Espinosa and Armour (2016)  designed a framework that coordinated and governed 

BDA. Coordination theory was used to support the study by pointing out the organisation 

structure which included data ownership rights, steering committee, and operations such 

as data retention, access rights, data protection, storage as well as migration policies and 

relations such as awareness and education on data practices and communication whose 

practices are important for BDA governance. Nevertheless, their study’s framework relied 

on related literature, hence lacked empirical validation which limits its use to provide an 

informed point of view to other studies. Furthermore, the study concentrated on effective 

coordination and governance for improved big data analytic practices and less was done 

in terms of the use of algorithms for model development, which is the key aspect of the 

current study. 
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The National Academies of Sciences, Engineering, and Medicine (2016) discussed 

opportunities and issues associated with the scientific, policy, and operational aspects of 

big data in relation to public health. Issues focused on included prevention, detection, and 

responding to infectious disease threats using BDA with varieties of data like 

demographic, geospatial, behavioural, syndromic, and laboratory. They also used 

applications that included how to improve the collection, processing, utility, validation, and 

approaches used to learn from other sectors that utilised BD strategies used for infectious 

disease research. 

The proceedings showed that BDA can be used to manage global health risks from 

antimicrobial resistance to pandemic preparedness by showing a picture of the state of 

health of the general public. This allows the healthcare sector to spot early problems and 

thus prepare solutions in advance that could prevent small cases from becoming major 

pandemics. So, there were no conclusions made or recommendations provided about the 

needs and future instructions for BDA use in the field of infectious disease outcome 

predictions. As a result, this study focused on how to use BDA in infectious disease 

outbreak outcome prediction. 

According to Xie et al. (2016), extraction and leveraging epidemic outbreak insights was 

studied using social media data where 4 datasets of health-related blogs (BL), Facebook 

public walls of medical brands and organisations (FBW), Facebook public posts 

mentioning health related terms (FBP), and media uploads from Instagram (INST) were 

identified. It was discovered that publishing high quality data sets could add value to the 

data infrastructure by allowing the research community to generate real world effect (Hay 

et al., 2013). The study recommended that researchers must form data analytic initiatives 
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using algorithms which could deliver intelligence and awareness of epidemic outbreak 

outcomes (Ola & Sedig, 2014). This study addressed Xie et al.’s (2016) recommendation 

by developing a BDA-PH_PM that was derived from different predictive models or 

algorithms. The developed model was then subjected to the collected batch of data that 

was ingested into R studio platforms and R programming language for analysis 

(Raghupathi & Raghupathi, 2014; Shinde et al., 2017). 

Kosinski et al.  (2016), in their study of predicting psychological real-life outcome, aimed 

to introduce essential tools that can be used to obtain insight and build predictive models 

using huge data sets. They focused on how to employ cluster analysis and dimensionality 

reduction using Latent Dirichlet Allocation (LDA) dimensionality reduction techniques to 

extract patterns from large data sets (Shinde et al., 2017). The extracted patterns were 

used to build predictive models for psychological outcome. Before applying the 

dimensionality reduction techniques, data must be trimmed by removing variables that 

appear less times because they have little significance to model building hence not useful 

for extracting patterns. They used linear and logistic regression algorithms to predict 

psychological real-life outcome. Their study informed this study because the same 

approach can be applied to ideas about early healthcare outcome prediction for disease 

outbreak. 

Zhang et al.  (2016) used the literature review method to identify data mining algorithms 

used in the field of healthcare. Using the PubMed database, the application of big data 

mining in clinical medicine was analysed in the fields of disease risk assessment, clinical 

decision support, prediction of disease development, guidance of rational use of drugs, 

medical management, and evidence-based medicine. In their study, they identified theory 
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and technologies used in data mining as:  fuzzy theory, rough set theory, cloud theory, 

Dempster–Shafer theory, artificial neural network, genetic algorithm, inductive learning 

theory, Bayesian network, decision tree, pattern recognition, high-performance 

computing, and statistical analysis. This present study used statistical analysis because 

the underpinning theory used had background knowledge of statistical analysis (Weill & 

Oslon). 

Sivarajah et al. (2017)  categorised big data challenges basing on data life cycle, process, 

and management. Though their study was in the utility industry, their work provided 

insights to this study because the same problems identified in the utility industry face the 

healthcare industry.  

Trunse r et al., (2017) suggested an architecture that simplified data integration, and 

sharing and handling of data across different organisations. The study concentrated on 

the ability to process near real time data which is commonly used in the automated 

production systems field. The study evaluated technical experts on the concept of 

adopting specific use cases through interviews. So, the proposed architecture overcame 

the challenges of data aggregation and integration, making data readily available for use 

on algorithms or data models.  

Mahmoud et al.  (2017) describe an approach that linked geographical positions (GP) 

records with study observation and reported challenges of sematic and syntactic 

interoperability. Using two sources of data, they aimed at effectively combining linked 

survey data by bringing disparate data into a single heterogeneous presentation. A data 

model was used where data pipeline workflow combined Electronic Patient Records 
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(EPRs) and self-reported data from participants in an Avon longitudinal study of parents 

and children. They developed the methods that could address interoperability challenges. 

Clinical data was categorised into existential facts and value bearing facts. Existential fact 

diagnostically recorded that something occurred, while value bearing facts recorded not 

only what occurred but also the value associate with corresponding unit of measurement 

like body mass index (BMI) readings. Their study focused only on interoperability of data 

from different sources; they did not consider the usage of the data collected. This study 

focuses on the big data sources and the use of processed big data for early disease 

outbreak outcome prediction. 

Sekhar and Sekhar (2017)  focused on creating awareness among Indian farmers about 

the problem of getting the market status of different products, weather alerts, and 

providing multiple language support. They used the Hadoop Big Data analytics 

framework. They identified the need to manage and administer collected file records by 

data analytics and visualization. They used the methodology of gathering data from 

different sources, ETL (Extract, Transform, and Load) for cleaning and combining 

information to be ingested into Hadoop framework; they used Hive, Mapreduce, Mahout, 

and K-means cluster algorithm for BDA. They also used visualization to show the 

outcomes from the analytic model (Shafqat et al., 2018). Their work provided an insight 

for this study in that this study can use the knowledge transfer approach to apply the 

same knowledge in the process of early disease prediction.  

Shafqat et al.  (2018) in their survey paper focused on innovative big data analytic 

platforms already developed and tested on some health systems, with solutions to 

patients suffering from different diseases. They described different healthcare data 
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analytic algorithms, techniques, and tools that could be deployed in settings of wireless, 

cloud, and internet of things. They identified frameworks that are incorporating healthcare 

analytics, and these include healthcare informatics and big data, health IoT cloud 

architecture, health twitter big data management, learning health systems, synchronous 

big data analytics, GEMINI (an integrative healthcare analytics system), predictive 

analytics system for diabetic data, Cloud based  patient profile analytics system, cloud 

based healthcare platform, proposed framework for applying big data analytics on social 

insurance, huge information on patients, multi-level data analysis (MLDA) framework, and 

hybrid intelligent systems. All the above identified frameworks are developed and 

implemented in Asia, Europe, or America - non are utilised in the African context. This 

study focused on big data analytics used in disease surveillance in the African context in 

order for health services to be available for people as soon as an outbreak of disease is 

predicted.   

Faverjon and Berezowski (2018)  in their study chose the best algorithm for event 

detection based on the intended application. They used classification scheme of 

univariate and temporal methods algorithms, which are statistical methods for event 

detection in syndromic surveillance. They compared and chose appropriate event 

detection algorithms. They considered types of epidemics that would be expected and 

other characteristics of the surveillance system from which they developed guidelines that 

would assist decision makers, data analysts, public health practitioners, and researchers. 

This was anticipated to practically assist in reducing technical barriers to the development 

and implementation of syndromic surveillance systems in animal and human health. The 

study was ground breaking for this present study. 
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Kaufmann (2019)  proposed a big data management model that operationalises value 

creation from big data by linking business targets with technical implementation. The 

developed model was addressing the gap where most studies handle technological or 

business-oriented data management, but not both aspects. Wiell and Oslon (1989) 

claimed that in information systems, technology and business issues need to be aligned. 

From Kaufmann’s (2019) ideas, this study focused on contingency and MIS variables 

basing on the IS contingency theory to underpin the study. The collected data was used 

to select the appropriate algorithm for public healthcare outcome prediction.  

Chiheb et al. (2019) developed a theoretical model that integrated big data into the 

decision-making process and that could improve the decision-making process in an 

organisation. The model included three elements: Decision making process with its 

phases of intelligence, design, choice, and implementation; 2. Using BDA for collecting, 

storing, managing and analysing data with the aim of extracting value for business 

decisions; 3.  Decision modelling using decision model and notation standards that 

support communication between the decision makers and BDA teams in the decision-

making process. However, this study did not use any IS theory to underpin it. 

Nevertheless, the research of this study produced the insight that BDA could be used in 

PH to make decisions on early disease outcome prediction, while the decision makers 

liaise with healthcare data analysts.    

BDA capabilities interact with organizational capabilities leading to higher quality of care 

in healthcare organizations.  BDA alone, is not adequate in achieving the outcome, but is 

an interaction effect in which BDA capabilities and analytical personnel’s skills together 

with organizational capabilities could be a supportive role that improves healthcare 
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organizations performances (Wang et al., 2019). This study integrated BDA capabilities 

as MIS variables and organization capabilities as contingency constructs of organization 

strategy, structure, environment, individual and organizational performance as the ability 

to predict healthcare outcome after a disease outbreak. 

Models are applied in different dimensions (Liu et al. 2022) in healthcare (Zhou et al., 

2023).  Model have shown great promise in predicting the spread and onset of infectious 

diseases by applying a variety of data sets, including electronic health records 

(Santangelo et al., 2023).  So this study used empirical data from hospital health 

employee that helped to elicit their perception on the use of BDA technology using models 

for improved infectious disease outcome management. the next section discussed the 

identified gap. 

2.10 Identified gap from literature  

The literature shows that there is limited understanding on the factors that influence the 

use of BDA to improve business performances (Augustine, 2014; Hilbert, 2016 as cited 

in Lavelle et al., 2011). This in return affects both the healthcare sector and other 

industries that are involved in the collection of huge heterogeneous data with complexities 

of big data (Ola & Sedig, 2014; Alexandru & Coardos, 2015). So, to address the identified 

gap, this study developed a big data analytics public health prediction model (BDA-PH-

PM) that could be adopted to facilitate early disease outbreak outcome prediction using 

BDA as a data management strategy. In return, public healthcare could improve on 

managing healthcare outcomes earlier (Christaki, 2015) before the outbreak creates 
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serious effects on the social, political, economic, and cultural factors of the population 

(Loez & Petter, 2018). 

2.11 Chapter summary and conclusion  

This chapter discussed the concept of BDA and its integration with data management and 

healthcare in Uganda. The chapter reviewed BDA as a data management tool from 

different perspectives. Different concepts were identified and discussed, based on this 

study’s topic. BDA descriptive, prescriptive, diagnostic, and predictive capabilities were 

presented. BDA challenges were identified and discussed, and related work and the gaps 

were identified from the literature review. In the next chapter, Chapter 3, the theoretical 

foundation, research model, and hypotheses are presented. 
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CHAPTER THREE: THEORETICAL FOUNDATION, RESEARCH 

FRAMEWORK, AND HYPOTHESES 

3. Introduction  

In Chapter Two, literature on BDA and the nature of public healthcare systems were 

reviewed. Factors that are favourable for the adoption of BDA were discussed. This 

chapter, Chapter 3, examines the adoption theories used in information systems (IS) that 

were explored to establish the theoretical foundation to underpin this study. The MIS 

contingency theory was then used to develop a research conceptual framework, 

explaining how classification algorithms can be used in public health (Uganda MOH, 

2015; Faverjon & Berezowski, 2018). Theory aided me to obtain better results when 

conducting big data analysis (BDA) (Hilbert, 2016). BDA provides patterns and 

correlations needed to be interpreted for decision-making with the aid of analytical 

reasoning and interactive visualization (Ola & Sedig, 2014; Raghupathi & Raghupathi, 

2014). As a result, this may lead to early outcome prediction for improved public health 

outcomes. This study adopted the contingency theory and Diffusion of Innovation Theory 

(DIT) as the theoretical foundation underpinning this study. The chapter begins with an 

overview of IS theories used in adoption and use of BDA management research. Then a 

detailed presentation of the contingency theories and DIT follows. Lastly, the chapter 

presents the research framework for this study; its constructs are explained and 

hypothesises developed. 
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3.1 Theoretical perspectives of this study  

According to Gregor (2006), a theory is defined in many different ways. It can be defined 

as a mental view or contemplation; conception or mental scheme of something to be done 

or a method of doing it; systematic statement of rules or principles to be followed; system 

of ideas or statements held as an explanation of a group of facts or phenomena (Kmock, 

2017); hypothesis that has been confirmed or established by observation or experiment 

and is  accepted as accounting for the known facts which could be statements of what 

are held to be the general laws; or principles that lead to causes of something known or 

observed. A theory aims at describing, explaining, and enhancing understanding of the 

world (Baskerville et al., 2018). This study looks at a theory as a system of ideas or 

statements that could provide an explanation of phenomena (BDA), in return, assisting 

me to understand how the theory could provide a systematic method for BD analysis in 

this study (Mkhomazi & lyamu, 2013).  

Sometimes theories provide predictions of what will happen in the future and give a basis 

for intervention and action (Motara & Van der Schyff, 2019). In support of the above, 

Kmock (2017) asserts that a real view of a theory should express what is, how, why and 

what will be. Unfortunately, some researchers fail to give their own views about a theory 

(Gregor, 2006). For a theory to be useful to the phenomenon under study in a given field 

there must be an adequate agreement within the field to minimise vagueness (Motara & 

Van der Schyff, 2019). Vagueness is minimised when some research communities 

observe a universal agreement on the phenomenon of interest, where research methods 

for investigating it are set (Vaishnavi et al., 2017). These are referred to as paradigmatic 

communities. Some communities may overlap in sets of phenomenon of interest or in the 
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methods of investigating them, and these are termed as pre-paradigmatic or multi-

paradigmatic (Naidoo et al., 2015). The IS discipline falls into this category of multi-

paradigmatic where there are different means of conducting research to develop 

knowledge (Gragor, 2006).  

Multi-paradigmatic are historically known for building a knowledge base through making 

or by creating an artefact (things or processes) and evaluating its performance followed 

by reflection and abstraction while making conclusions (Loez & Petter, 2018). This helps 

to analyse the artefacts’ use (Gregor, 2006). Knowledge is generated and accumulated 

through action where knowledge is used to create works by human activities that are 

evaluated to build knowledge (Vaishnavi et al., 2017). So, having a reflection and an 

abstraction on an artefact creates a knowledge base, built by analysing the results of 

intuitively guided ideas. In return, this evaluates the practical utility through either case 

studies or laboratory trials. Measures of utility provide evidence for practical contribution 

on knowledge bases of scientific or descriptive knowledge, technical or prescriptive, or 

contributing to both technology (artefact) and science (theories) (Baskerville et al., 2018). 

The next section discusses the theories used for BDA.  

3.2  Resource based theory (RBT)  

This is a managerial theory used to determine the strategic resources a firm or 

organisation can exploit to achieve sustainable competitive advantage (Jurevicius, 2013). 

RBT argues that firms possess resources, where one subset enables them to achieve 

competitive advantage and the other leads to superior long-term performance 

(www.Is.theoriseit.org). This study looked at long-term performance by using contingency 
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construct of organisational performance as the dependent variable after synthesizing 

organisational capabilities through its strategy.  

Organisational capabilities are viewed in terms of organisational resources. The 

resources can be tangible, intangible, and human. Tangible resources include financial 

(i.e., cash, securities, borrowing capacity), physical (such as plant, equipment, land, 

mineral reserves), and intangible (technology like patents, copyright, trade secrets), and 

repudiation (such as brands, relationships, and culture). Lastly the human resource 

involves skills of know-how, capacity for communication and collaboration, and motivation 

(Mikalef et al., 2017). Resources that are valuable and rare can lead to creation of 

improved performance, the performance that can lead to improved decision-making.  

Big data is an intangible resource that is conceptualised as being valuable, rare, difficult 

to imitate, and non-substitutable (VRIN). However, the ability of organisations to bundle 

data resources with analytic capabilities for strategic decision-making is a challenge 

(Mazsei, & Noble, 2019). Further still, when the importance of data is combined with the 

vigorous capabilities of an organisation it maximises its ability to extract and apply 

knowledge and insight from the data to the exploitation of business goals. However, to 

explain business goals there is a need for understanding where and in what 

organisational context big data applications might be more of benefit to the organisation 

and managers (Varaa et al., 2019). This can be achieved through the design of a BDA 

strategy. Resource based theory (RBT) originates from the area of strategic 

management. This study handled strategic management issues using contingency theory 

construct of strategy explained in Section 3.2.8. RBT handles organisational resources 

but does not cater for the learnability of individual employees as the unit of analysis for 
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this study.  So RBT was not used in this study because this study focused more on the 

entire organisation, not only the resources used in public healthcare. RBT does not have 

the component of the individual, which is one of the main objects in decision-making on 

prediction of healthcare outcomes. This study further looked at employee learnability 

using organisational-learning theory. 

3.3  Organisational learning theory  

An organisation is a social arrangement that aims at achieving controlled performance in 

pursuit of collective goals (Elankavi et al., 2017). An organisation is a system that 

structures, stores, and influences what and how its individual members learn (Trujillo et 

al., 2005). Furthermore, Trujillo et al. (2005) adds that organisational learning is the 

process through which members of the organisation acquire new knowledge or 

technological capabilities that can improve strategic decision-making, tactical planning or 

design and operational activities. On a strong note, individual members or employees 

must build new skills and knowledge for organisational learning to take place (Scarpato 

et al., 2017). When knowledge is organisational, employees capture new capabilities or 

expand a capability, which does not depend on a particular employee for it to be exploited 

(Varaa et al, 2019). Although it is private sector organisations that focus on analysis of 

organisational learning, public healthcare is still an organisation under MOH (WHO, 

2004). For organisations to be successful they must change; and to change effectively, 

they must learn. Organisations are operating in extremely unpredictable environments, 

so they must capture their learning at organisational level in order to survive (Baskerville 

& Pries-Heje, 2010); gaining advantage by gathering the information they need. They can 

interpret information through different ideas from different individual members or 
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employees. Furthermore, organisations can transmit information from an original learner 

to many group members. This reduces the risk of losing important information or 

knowledge when one particular person is lost.  

Public healthcare organisations operate in an unpredictable environment while figuring 

out how to meet healthcare outcomes. To be competitive in the changing or unpredictable 

environment, organisations must change their goals and actions to reach those goals 

(www.Is.theoriseit.org;Christaki, 2015; Kechadi, 2016). Big data and new BDA are 

troublesome innovations that are changing how research or organisational activities are 

done across multiple disciplines (Kitchin, 2014; Chiheb et al., 2019). In order for learning 

to take place, the organisation must make a conscious decision to change actions in 

response to a change in circumstances, consciously link action to outcome, and must 

remember the outcome in order to achieve organisational effectiveness. Learning takes 

place at an individual level where learning remains private, and unknowable until it is 

summarised at organisational level through sharing, thus storing it in organisational 

memory or storage. In return, it may be transmitted, accessed, and used for 

organisational goals. Organisational learning theory is related to four constructs of 

knowledge acquisition,  information distribution, information interpretation, and 

organisational memory or storage . These are described below: 

Knowledge acquisition is from external knowledge sources where the organisations 

move beyond their boundaries in search for resources they lack through vicarious/ 

mediated experience, cooperating with other organisations, using outside human 

resource where external experts who can provide a rich resource for organisational 

knowledge acquisition are used (Wu et al., 2014), and through acquisition of knowledge 
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sources or technologies (Baskerville & Pries-Heje, 2010). The knowledge sources could 

be internal sources which gathered information from within the organisation levels or 

positions. The internal knowledge could be congenital, which is knowledge  inherited from 

original leaders and members of an organisation, direct experience (learning by doing) 

where employees learn because of their ongoing efforts and as a result employees can 

improve their skills and identify ways to obtain better outcomes from their efforts, internal 

knowledge development where organisation employees may be able to develop new 

information internally by devoting human and other resources to research or development 

activities (Herland, 2014).  

Information interpretation - this is where organisations compare actual to expected 

results which help them to update or add to their memory or storage. So, unexpected 

results must be assessed for causation, actions adapted, or new action-outcome links to 

specify if necessary for learning to be increased.  For an employee to be able to interpret 

available information, they must be able to make judgement about current activities, 

possible future activities, and older or invalidated knowledge and procedures (Trujillo et 

al., (2005). 

Information distribution - this is sometimes referred to as adaptation/action where an 

organisation takes the interpreted knowledge and uses it to select new action-outcome 

(Trujillo et al., 2005). Further, Trujillo et al. (2005) assert that an organisation’s ability to 

bring together tacit knowledge and explicit knowledge depends   on the appropriate 

distribution mechanisms it possesses. 
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Organisational memory or storage - this is where organisations store information in 

order to access it in the future (Trujillo et al., 2005). Further, this memory enables an 

organisation to utilise individual capabilities to achieve organisational goals. 

Organisational memories preserve certain behaviours, norms, and values over time 

through internal repositories such as organisational culture by the language, rituals and 

symbols used in an organisation (Rogers, 1995).  

Organisational structure -  this defines how organisations’ employees or members 

interact; how specific activities or business units within the organisation are managed, 

responsibility relationship within an organisation (Laudon & Laudon, 2010), written and 

unwritten operating procedures manuals, and receipts that define processes through 

which organisations carry out tasks (Trujillo et al., 2005). External repositories store 

memory on the internet or with other allied member organisations (Foole, 2020).  

Organisational learning constructs are not in a sequential order of development; they are 

interrelated and can happen in a different order depending on which context they are 

operating.  For instance, when individual group members acquire new knowledge or 

information and are also qualified to interpret the information, there is less need to 

distribute it to anyone else in the group before interpretation. However, when employees 

with expertise to make sense of new information are not the ones who collected it, then 

information must first be transferred (Trujillo et al., 2005). In this study’s perspective, when 

public healthcare or HMIS employees - in particular - acquire the information about BDA 

and are also qualified to interpret insights retrieved from BD, there is less need to 

distribute it to anyone else in the public healthcare team before being interpreted. This 

breaks down organisational learning in component processes that can be analysed 
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(Mazsei & Noble, 2019). This study did not use organisational learning theory as a whole 

because their independent variables are integrated into contingency theories constructs 

as their attributes. Organisation learning does not focus on top management influence as 

a contributor to adoption or adaptation of new actions for outcomes in order to achieve 

an organisational goal, which in return, may lead to organisational effectiveness or 

improvement in its operations (Goldkuhl & Sojostrng, 2018). In this study, top 

management influence is handled by the Upper Echelon Theory. 

3.4  Upper Echelon Theory (UET)  

This is a management theory that states that organisational outcomes are partially 

predicted by managerial background characteristics of top management, and strategic 

decisions made are connected to the background of an organisation’s management. 

Individual characteristics are developed by their experience, education, personal values, 

and other human factors (Hambrick & Mansion, 1984). This study dropped this theory 

because its issues are covered by contingency theory constructs of strategy, structure, 

individual, and environment. 

3.5 Technology Acceptance Model (TAM)  

TAM was developed to improve researchers’ understanding of user acceptance 

processes and to provide a theoretical basis for a practical user acceptance, testing a 

methodology that can enable system designers and implementers to evaluate proposed 

new systems prior to their implementation (Davis, 1986). TAM is an adaptation of the 

Theory of Reasoned Action (TRA). TAM theorises that the effect of external variables 

such as system characteristics and development process training on intention to use is 
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mediated by perceived ease of use and perceived usefulness (Venkatesh & Davis, 2000). 

These TAM constructs are reflected in DIT perceived characteristics of innovations. For 

instance, perceived ease of use is similar to the complexity construct of DIT, and 

perceived usefulness is the same as relative advantage. In this study, TAM and DIT were 

not used because DIT constructs are merged into MIS constructs in the contingency 

theory used in MIS studies.  

3.6 Diffusion of I nnovation Theory (DIT)  

An innovation is an idea that is perceived as new to an individual or organisation (Halawi 

& McCarthy, 2006). Diffusion is the process where an innovation is communicated to a 

social system through a channel over time (Rogers, 1995). This study perceives BDA as 

a new idea in the social system of public healthcare, basing on Ola and Sedig’s (2014) 

assertion that public healthcare is a laggard as far as technology adoption is concerned. 

Adopters are categorised into: innovators (venturesome), early adopters (respect), early 

majority (deliberate), late majority (skeptical), and laggards (traditional) (Halawi & 

McCarthy, 2006). The rates of adoption are categorised according to the characteristics 

of an innovation that may act as persuasive factors of technology adoption, and these 

include characteristics of innovation and the decision-making process. Characteristics of 

innovation involve relative advantage, compatibility, complexity, observability, and 

trialability (Rogers, 1995). The decision-making process involves knowledge, persuasion, 

decision, implementation, confirmation, individual characteristics, and social change.  

Relative advantage  - is the extent to which an innovation is perceived as better than the 

existing systems being used. Usually, relative advantage is expressed in terms of social 
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and economic benefits such as cost reduction and convenience (Rogers, 1995). In the 

context of this study, BDA is sighted as a technology that can reduce cost in the 

implementation of early disease outbreak outcome prediction.  

Compatibility  - is the extent to which an innovation is perceived as consistent with the 

existing values, past experience, and the needs of potential adopters (Rogers, 1983). 

This study figured out the compatibility by the help of Objective 3 and 4 of this research 

to ascertain the processes challenges and the processes required in BDA.  

Complexity  - is an innovation perceived as difficult to use (Moore & Benbasat, 1991). BD 

with its characteristics of volume, velocity, variety, and veracity is complex by itself 

(Kaisler et al., 2013; Kechadi, 2016). The advanced analysis techniques such as machine 

algorithms are complex (Russom, 2011; Chang et al., 2017). This study focuses on the 

challenges of data in relation to its characteristics, BDA processes, and management.  

Observability  - The results of an innovation are visible to others. In the context of this 

study, the developed model (BDA-PH-PM) was used to predict the status of variables that 

support or do not support early disease outbreak outcome prediction done at model 

evaluation phase. 

Trialability  - This is the degree to which an innovation may be experimented with by the 

social system before adoption. This study tried the selected algorithm using WHO matrix 

measures using data challenges extracted from the public healthcare social system. 

Decision -making process  - happens when people adopt a new idea, invention, or 

practice from which knowledge is used as individuals who make decisions by exposing 
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themselves to new innovations gain some understanding of how it works. So, the 

individual needs to acquire knowledge of the new idea to figure out its fit with the existing 

organisational environment (Baskervelle & Pries-Heje, 2010).  

Persuasion  - is when an individual forms a positive or negative attitude towards the 

innovation. This influences decision , which is the process by which the individual 

engages in activities that may lead to making a choice about whether to adopt or reject 

the innovation. In return, if adopted, it leads to implementation, which is the process 

where an individual positions an innovation into use, hence confirming the innovation. 

 Confirmation - at this point an individual seeks strengthening an innovation depending 

on decisions already made. However, the reverse may change this decision if the 

individual is exposed to conflicting messages about the innovation (Rogers, 1995). So, 

making decisions also depends on individual social factors which facilitate the probability 

of the individual accepting an innovation. The factors can also depend on culture and the 

attitude of an individual towards the technology under study, and the changes it comes 

along with; as well as perceived need for the innovation.  

Social Change s - these are expected changes the innovation would bring to individuals 

and the society as a whole.  

The elements of decision-making discussed above imply that individuals accept 

innovation only if they feel it is better than what they have, if they are conscious about 

what the innovation does, and if they actually need it (Vanderslice, 2000). This is exhibited 

in who advocates for the innovation. This leads to positive attitudes towards the 
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3.6.1 Summary of the contribution of DOI to this study  

 

DIO was not as a whole its constructs of Decision-making process, Persuasion, 

Confirmation and Social Changes were integrated into organisation strategy, structure, 

environment and individual constructs of MIS contingency theory. Relative advantage, 

Compatibility, Complexity and Observability were absorbed into MIS constructs of 

Management, Implementation, Structure and Development. MIS contingency theory was 

selected to best suit this study because it accommodates both contingency constructs 

and MIS constructs that describes the new innovation. For this study the new innovation 

is the use of BDA.  

 

3.7  Contingency  theor y 

Contingency theory was developed from organisation theory (www.Is.theoriseit.org). It 

endeavours to identify the relationships within organisational systems and its environment 

as a whole (Ginzberg, 1979). Additionally, the theory emphasises the multivariate nature 

of organisations (Szilagyi & Wallace, 1980) and endeavours to figure out how they 

operate under diverse circumstances (Weill & Olson, 1989).  

Some researchers contributed in a magnificent way to contingency theories. For instance, 

Fieddler (1964) focused on leadership proclaiming that individual team performance is 

dependent on a leader’s mental alignment, based on job structure, leader’s power 
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situation, and the team environment from which the selected variables operate. Also, in 

support of contingency issues, Vroom and Yettons (1973) concentrated on decision-

making, demonstrating that decision procedures of the leader in a team depend on how 

much applicable information they have which influences the quality of their decisions. 

Smith (1984), also in support of contingency issues, focused on rules that act as a 

persuasion tool by creating responses after individual self-evaluation in relation to their 

understanding of concepts. Further still, Fieddler (1964) supports contingency issues in 

the form of behaviour and rules available to guide the individual in the direction of a given 

context. This creates expectations around characteristics of a given individual, who may 

have the willpower to expect results of behaving in a particular way. Lastly, a particular 

situation may use adaptive rules which can be applied effectively, in return generating a 

positive outcome.  

This study synthesised the nature of IS theories such as analysis, explanation, prediction, 

explaining and prediction, and design and action which are used at different stages of 

analysis. All the above characteristics of IS theories were applied through pre-processing 

data to model development. For instance, firstly a BDA team leader should demonstrate 

leadership qualities so as to be believed by their juniors (Smith, 1984).  Based on the 

above, decision-making applies at all levels of management, in all the stages of data life 

cycle (Sivarajah et al., 2017). Delays in early disease outbreak prediction means that 

there is something not done right. Therefore, it calls for an organisational cultural change 

(Baskerville & Pries-Heje, 2010). However, organisations (public healthcare) may need 

to put right the delays, but it is very hard to change the behaviours, views, and process 

that create the mess of delaying the prediction of healthcare outcome. As a result, in this 
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situation adaptive behaviour with persuasive guidelines needs to be considered (Smith, 

1984). 

 

Contingency theory was identified by this study with the postulation that organisations’ 

performance is contingent on the degree of fit attained between its organisation strategy, 

structure, procedures and practical contingencies. Anchoring on the proportion that 

contingency variables influence performance of IS by creating a better fit between 

contingency variables, MIS design and its use may lead to MIS performance. So, an 

implicit contingency model used in management information system (MIS) research was 

adopted by this study. The following constructs describe the implicit contingency model 

used by MIS. 

 

Strategy : 

This involves business values that are used to attain organisational performance, hand-

in-hand with the organisation’s strategic planning process while at the same time 

analysing the relationship between business and MIS strategy. In the context of this study, 

BDA strategy influences the development of the BDA artefact which is the BDA-PH-PM. 

This may lead to the desired level of healthcare outcome management, which may result 

in reduced expenditure on disease outbreaks outcome management. BDA strategy 

requires flexibility in order to accommodate the interplay between data, technology, and 

organisational strategy (Mattew et al., 2020). However, the BDA initiative does not entail 

the use of data or advanced analytics to alter organisational strategy, but makes better 

execution of a chosen strategy, where the selection of relevant data is based on that 
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strategy, and specific measurements defined and driven by the strategy 

(www.intechopen.com). In return, results allow organisational leaders to better monitor 

and control on the basis of the strategy (Mazsei & Noble, 2019). 

Structure:  

Structure is a governance mechanism that assists to create the fit between the 

organisational structure and functions done within MIS services (Weills & Olson, 1989). 

For this study, structure is viewed as focusing on the data management structure for 

decision-making in relation to decisions made on data life cycle.  

Size:  

According to the Data Warehousing Institute (TDWI) (2015), organisations’ size controls 

the relationship between MIS and organisational structure and to some extent is 

responsible for decentralization. This construct was dropped for this study for the reason 

that whether the organisation is big or small, the procedures of BDA do not change.  

Environment :  

This is where the MIS planning process operates, which is done at all management levels 

with the essence of looking at the unpredictability of the organisation’s business 

environment (public healthcare) in relation to the complexity of the MIS environment. MIS 

environment is where MIS’s purpose serves the organisational setting where the 

relationship of the MIS execution process is considered vital (Weills & Olson, 1989). This 

study focused on organisational data management challenges as its environment of 

study.  
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Individual : 

This study views the individual concept as data ownership; the individual’s analysis skills, 

data interpretation, and how they figured out their contribution and relationship to the 

success of BDA in public healthcare. Hence, it focuses on how individual differences can 

‘fit’ with various IS activities (Weills & Olson, 1989; Wende & Otto, 2007). 

Tasks:  

These are business processes whose operational activities are supported by IS (Weills & 

Olson, 1989). This study views tasks as data analysis processes that help to identify data 

processing and management challenges (Sivarajah et al., 2017) in the healthcare setting. 

Technology : 

This is the technological innovation considered as the type of MIS (Weills & Olson, 1989).  

This study advocates technological innovation as BDA-PH-PM that can be adopted in 

public healthcare. As a result, MIS is viewed as the existing technology and how effective 

it is. For that reason, this study’s technology was the assessment of how data structures 

have the capability to integrate data and its infrastructure. Figure 6 below shows the 

implicit contingency theory constructs used in MIS research. 

  



75 
 

 

 

 

 

 

 

 

 

 

 

Figure 6: Implicit contingency model used in MIS research, Source (Weills & Olson, 1989)  

Contingency theory addresses data management challenges (Wende & Otto, 2007). 

However, data management depends on the organisation’s operations because one size 

does not fit all (Weber et al., 2009). Therefore, one data management strategy may not 

apply in all areas of operations, especially in BDA programs which are the focus of this 

study. Moreso, the measures used in one organisation may be deferent from one 

organisation to the other, depending on their cultures and environmental factors at hand 

(Young & McConkey, 2012; Tallon, 2013). Organisational culture and working 

environment involve the social factor in the artefact development (BDA-PH-PM), hence 

the assessment of individuals’ perceptions is a prerequisite (Naidoo et al., 2015; Loez & 

Petter, 2018). So, this study used DIT innovation characteristics discussed in Section 3.6. 

These are merged into MIS contingency constructs management, which assisted in the 
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development of hypotheses used to assess the perception of healthcare employees about 

using BDA for early disease outcome prediction.  

3.8 The Conceptual Framework  

This study engaged contingency MIS theory as the theoretical foundation to underpin the 

study. This section presents a research framework derived from MIS contingency theory. 

The research framework was used to empirically test the hypothesised relationship 

among the variables. The research framework is schematically represented below: 
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Figure 7: The research  conceptual  framework 

3.9 Research Hypotheses  

These comprise the selected theories and definitions of causal statements from literature 

which are interrelated and have been chosen. The hypotheses are based on contingency 

presented in Section 7 for the implicit contingency model used in MIS research for this 

research conceptual framework. Gregor (2016) recommends the use of stronger explicit 

causal words such as influence, lead to, or determines instead of using words he termed 

as vague such as associated with or linked to which create an elimination of any trace of 

causality, despite the causal relationship identified. The research framework presented in 

Section 7 was used to empirically test the hypothesised relationships amongst the 

variables. The MIS contingency theory constructs are used to elicit information about BDA 

from the social system of the organisation.  

3.9.1 Organisational Strategy  

A strategy is designed for users exposed to a complex information environment (Isinkaye 

et al., 2015). This problem is handled by creating user preferences to meet the users 

demands (Zhang, 2013). Organisations need to have a robust BDA management strategy 

(Oracle, 2020). A strategy is a formal document that is used to address users’ and 

administrators’ activities, their capabilities of using data management technologies, and 

the need for the organisation to find value from its data (Raghupathi & Raghupathi, 2014).  

Therefore, the organisation needs BDA management which can provide solutions for an 

efficient way of managing data across all business units (Shafqat et al., 2018), in return 
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making data discoverable, accessible, and usable - hence making data to have value 

(Elankavi et al., 2017). Value is data usability (Shu, 2016). 

Extracting value from data requires a strategy that would create a data science 

environment or BDA environment, which is an interdisciplinary field that uses scientific 

methods, processes, algorithms, and systems to extract value from data (Shafqat et al., 

2018). Addressing data management challenges may require a data management 

strategy that depends on the industry or organisation and the data type involved (Oracle, 

2020). Organisations that focus their efforts on developing a strong BDA strategy can use 

it to drive strategy and inform decision-making processes made by top managers (Mikalef 

et al., 2019). When a BDA management strategy is in place, it creates a data driven 

culture by forging a strong connection between their organisational strategy and a formal 

BDA management strategy for analytics. For this to be achieved, unfortunately, it heavily 

depends on a top management that demonstrates the role of data analytics to have a 

more pronounced role in decision-making (Mikalef et al., 2019). Hence, such an 

organisation realises the need for a BDA management strategy in order to accommodate 

a new understanding of the interplay between data, technology, and organisational 

strategy (Mazsei, & Noble, 2019). From the reviewed literature, the following hypotheses 

(H1a-H1d) were developed:  

H1a. Strategy will positively influence Big Data Analytics management for the prediction 

of public healthcare outcome. 

H1b. Strategy will positively influence Big Data Analytics implementation for the prediction 

of public healthcare outcome. 
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H1c. Strategy will positively influence Big Data Analytics structure for the prediction of 

public healthcare outcome. 

H1d. Strategy will positively influence Big Data Analytics development for the prediction 

of public healthcare outcome. 

3.9.2 Organisational Structure  

Tollan (2013) and Mikalef et al. (2019) maintain that organisational structures are 

governance mechanisms that influence the level at which organisations are data driven. 

Further still, opening up data access and building a culture with strategic insights and 

innovative ideas should emerge from analytics in relation to the objectives of such 

governance practices. Where governance of BDA entails a structure which includes data 

possession and a steering committee, operations which involve data creation, processing 

protection, and policies and awareness through learning of data and communication 

practices are paramount for BDA governance (Espinosa & Armour, 2016). These 

practices are fixed into the social structures with social networks within relationships and 

the roles that are formed because of individual expectations about other people’s 

behaviours (Leoz & Petter, 2018). They are also influenced by one’s cultural and 

organisational structure from which the design needs are extracted. These requirements 

must allow the creation of a useful artefact that is adoptable and capable of addressing 

the needs of the social structure (Loez & Petter, 2018). Further still, organisational 

structures may include ‘changes to culture, way of life, political systems, and economic 

systems’. This study focused on BDA structure data management for decision making in 
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relation to decisions made on data life cycle. From reviewed literature hypotheses (H2a- 

Hd) were developed: 

H2a. Structure will positively influence Big Data Analytics management for public 

healthcare outcome prediction. 

H2b. Structure will positively influence Big Data Analytics implementation for public 

healthcare outcome prediction.  

H2c. Structure will positively influence Big Data Analytics structure for public healthcare 

outcome prediction.  

H2d. Structure will positively influence Big Data Analytics development for public 

healthcare outcome prediction. 

3.9.3 Environment  

A better environment of gathering, storing, analysing, and interpreting Big Data to provide 

right intervention at a right time is needed (Youssef, 2014). BDA in a complex healthcare 

environment is a problem (Dilsizian & Siegel, 2014). This is because BDA requires 

devising business models, techniques, and algorithms (Bochicchio et al., 2016) that focus 

on extracting useful knowledge from a huge amount of data (Russom, 2011). In addition, 

analysts have to identify the challenge of system abilities, algorithms used, and business 

models (Fan & Bifet, 2013). This raises the need for a social-technical context artefact to 

be developed that influences the environment it operates in (Shrestha et al., 2018). An 

appropriate IS artefact or algorithm that suites the environment of the user must be 

selected (Choi & Varian, 2012). However, one may not know which algorithm fits the 
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organisation’s environment (Sagirogive & Sinanc, 2013). Choi and Varian (2012) firmly 

assert that it is possible to build models that can be refined for specific applications. The 

models can be used as a baseline to help analysts to have their own models that suite 

the environment and requirements they operate in. The environment in this study was 

characterised by organisation culture and data security. From reviewed literature , 

hypothesis (H3) was developed. H3 has two parts, and these include H3a: Organisation 

Culture and H3b: Data security. 

H3a: Organisation C ulture  - Culture is the way things are done in a given organisation. 

Each organisation does things in a unique way. So, if organisation roles, processes, and 

structures are considered towards BDA benefits then culture supports BDA adoption 

(Rogers, 1995). From reviewed literature, hypotheses (H3a1- H3a4) were developed. 

H3a1. Organisation culture will positively influence Big Data Analytics management for 

public healthcare outcome prediction. 

H3a2. Organisation culture will positively influence Big Data Analytics implementation for 

public healthcare outcome prediction. 

H3a3. Organisation culture will positively influence Big Data Analytics structure for public 

healthcare outcome prediction. 

H3a4. Organisation culture will positively influence Big Data Analytics development for 

public healthcare outcome prediction. 

H3b: Data security - this is the protection of healthcare information against unlawful use. 

From the reviewed literature, hypotheses (H3b1-H3d4) were developed. 
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H3b1. Data security in place will positively influence Big Data Analytics management for 

public healthcare outcome prediction. 

H3b2. Data security in place will positively influence Big Data Analytics implementation 

for public healthcare outcome prediction. 

H3b3. Data security in place will positively influence Big Data Analytics structure for public 

healthcare outcome prediction. 

H3b4. Data security in place will positively influence Big Data Analytics development for 

public healthcare outcome prediction. 

3.9.4 Individual  

Individuals play a big role in making choices on whether to accept or reject a given 

innovation (Rogers, 1995). This study adopted Joubert et al. (2021) views about 

individuals in terms of their capabilities, roles, and characteristics. These individuals may 

be data actors, or BDA capability providers expected to create value that could pave way 

towards digital transformation and sustainable society through the use of BDA (Pappas 

et al., 2018). 

Based on the above, decision makers as individuals need to comprehend the data as well 

as the technologies for better extraction of relevant information that may support 

considerable decisions made (Chen et al., 2012). Decision-making is the adoption and 

application of choice for management of organisations in an efficient way. Decision is 

never a product of a single brain. An individual is a social actor. Social factors are 

represented to enable individuals to make sense of their world or environment to interact 
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and communicate with other social actors (Naidoo et al., 2015). These actors are viewed 

in terms of artefact users and their social impact of relational and proximity (Loez & Petter, 

2018).  

Relational : according to Loez and Petter (2018), relational factors consist of the individual 

who is a social unit that must have a sense of self with regards to societal roles, 

responsibilities, identities, relationships among individuals, groups, patterns of 

interactions occurring through communication, and the strength of cohesion formed 

between individuals and groups in a social entity.  

Proximity : this assesses the impact of an artefact to the social impact or organisation; 

for instance, the impact of an artefact to direct users, and stakeholders as indirect users. 

Direct users in the context of this study are public health analysts, HMIS officers, and 

district health biostatisticians. These direct users are expected to have BDA skills in order 

to have the capability of getting a clear picture of the huge data collected for better insight 

and decision-making (Raghupathi & Raghupathi, 2014). Data interpretation must be in 

position to figure out its contribution, and relationship to the success of BDA strategy 

(Sivarajah et al., 2017). 

Stakeholders or indirect users : these are data owners who are not data producers but 

are users (Shu, 2016). Data ownership supports business procedure practices by 

supporting how data is processed using the selected analytical tools and the usability 

through the recommend methods that guide the production and distribution of reports 

from analysis. In return, the organisation attains its goals (Espinosa & Armour, 2016).  



85 
 

Based on the above, Hypothesis H4 was developed. H4 has three parts. These include: 

H4a Individual Roles, 4b Individual Capabilities, and 4c Individual Characteristics. 

H4a: Individual roles  - these are assigned duties to individual employees that enable 

them to make the right decisions. This makes them to be accountable on how data is 

collected, stored, analysed, and used. In return, this creates a procedure that enables an 

accurate data flow. From reviewed literature, hypotheses (H4a1- H4a4) were developed: 

H4a1. Individual roles will positively influence Big Data Analytics management for public 

healthcare outcome prediction. 

H4a2. Individual roles will positively influence Big Data Analytics implementation for public 

healthcare outcome prediction. 

H4a3. Individual roles will positively influence Big Data Analytics structure for public 

healthcare outcome prediction. 

H4a4. Individual roles will positively influence Big Data Analytics development for public 

healthcare outcome prediction. 

H4b: Individual capabilities  - this is the ability of an employee to use BDA technologies 

in terms of their skills. This is also attributed in terms of an organisation’s learning abilities 

as discussed in Section 3.2.4.2. From reviewed literature, hypotheses (H4b1- H4b4) were 

developed: 

H4b1. Individual capabilities will positively influence Big Data Analytics management for 

public healthcare outcome prediction. 
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H4b2. Individual capabilities will positively influence Big Data Analytics implementation for 

public healthcare outcome prediction. 

H4b3. Individual capabilities will positively influence Big Data Analytics structure for public 

healthcare outcome prediction. 

H4b4. Individual capabilities will positively influence Big Data Analytics development for 

public healthcare outcome prediction. 

H4c: Individual characteristics - these are characteristics that are developed by an 

individual’s experience, education, personal values, and other human factors (Hambrick 

& Mansion, 1984). They also involve individual employees’ traits for adopting the use of 

BDA. They are social factors that facilitate the likelihood of adopting an innovation in 

question (Halawi & McCarthy, 2006). Characteristics may involve the cultural background 

and attitude of the individual towards the technology. From reviewed literature, 

hypotheses (H4c1- H4c4) were developed: 

H4c1. Individual characteristics will positively influence BDA management for public 

healthcare outcome prediction. 

H4c2. Individual characteristics will positively influence BDA implementation for public 

healthcare outcome prediction. 

H4c3. Individual characteristics will positively influence BDA structure for public 

healthcare outcome prediction. 

H4c4. Individual characteristics will positively influence BDA development for public 

healthcare outcome prediction. 
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3.9.5 Task 

Tasks are business processes. BDA activities should be in line with organisational 

processes, user requirements, and organisational needs (Hevner & Chatterjee, 2010). 

Data activities include data acquisition, cleansing, aggregation and integration, mining, 

analysis and modelling, interpretation, and warehousing (Sivarajah et al., 2017). In 

addition, in order to have full capabilities of BDA, organisations have to take into 

consideration their own basic business characteristics (Geanina et al., 2012). Data 

analysis requires to be conducted with business goals in mind. From reviewed literature 

hypothesis (H5) was developed. H5 has four parts, and these include H5a: Data 

Collection, H5b: Data Pre-processed, H5c: Data Analysis, and H5d: Data Visualization. 

H5a: Data collection  - these are sources of data used for analysing data for health 

outcome management. It is a way for organisations to learn about where knowledge is 

acquired with a mind of usable action-outcomes that are linked to the environmental 

conditions under which they are usable; the environment condition in this study is 

healthcare (Baskerville & Pries-Heje, 2010). From reviewed literature hypotheses (H5a1- 

H5a4) were developed: 

H5a1. The data collected will positively influence BDA management for public healthcare 

outcome prediction. 

H5a2. The data collected will positively influence BDA implementation for public 

healthcare outcome prediction. 
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H5a3. The data collected will positively influence BDA structure for public healthcare 

outcome prediction. 

H5a4.The data collected will positively influence BDA development for public healthcare 

outcome prediction. 

H5b: Data Pre-processed  - this is the process of pre-processing data in order to for it to 

be transformed for further processing or analysis. This is done to the state of ‘what is’, 

which is descriptive in nature and needed when nothing or very little is known about a 

situation in question (Kmock, 2017). The unknown situation in this study are the factors 

that may influence prediction of healthcare outcomes. From reviewed literature 

hypotheses (H5b1-H5b4) were developed: 

H5b1. The data pre-processed will positively influence BDA management for public 

healthcare outcome prediction. 

H5b2. The data pre-processed will positively influence BDA implementation for public 

healthcare outcome prediction. 

H5b3. The data pre-processed will positively influence BDA structure for public healthcare 

outcome prediction. 

H5b4. The data pre-processed will positively influence BDA development public 

healthcare outcome prediction. 

H5c: Data Analysis - this is the discovery and communication of meaningful patterns 

from data (Bates et al., 2014). In this stage of analysis, only analysis and description are 
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done with no explanation (Motara & Van der Schyff, 2019). From reviewed literature, 

hypotheses (H5c1- H5c4) were developed: 

H5c1.Data analysis techniques used will positively influence BDA management for public 

healthcare outcome prediction. 

H5c2. Data analysis techniques used will positively influence BDA implementation for 

public healthcare outcome prediction. 

H5c3. Data analysis techniques used will positively influence BDA structure for public 

healthcare outcome prediction. 

H5c4. Data analysis techniques used will positively influence BDA development for public 

healthcare outcome prediction. 

H5d: Data Visualization  - is the ability to identify the meaning of data analysis patterns 

and then communicate their meanings. This is the explanation stage of data analysis as 

describe by the theory of explanation. From reviewed literature, hypotheses (H5d1- H5d4) 

were developed: 

H5d1. Data visualization abilities will positively influence BDA management for public 

healthcare outcome prediction. 

H5d2. Data visualization abilities will positively influence BDA implementation for public 

healthcare outcome prediction. 

H5d3. Data visualization abilities will positively influence BDA structure for public 

healthcare outcome prediction. 
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H5d4. Data visualization abilities will positively influence BDA development for public 

healthcare outcome prediction. 

3.9.6 Technology  

Technologies are practices and procedures used for extracting information that is needed 

by the users. Technological development of infrastructure would be adapted in order to 

aid the generation of data, such that the offered services can be improved as they are 

intended (Geanina et al., 2012). In this factor, this study focused on what existing 

technology is used in data analysis for early disease outbreak healthcare outcome 

prediction. From reviewed literature, hypothesis (H6) was developed. H6 has two parts, 

namely: H6a - Technological Infrastructure, and H6b - Technological Application.  

H6a: Technological Infrastructure  - these are platform or frameworks used when 

managing data where technology is measured based on its infrastructure (Hevner et al., 

2010). From reviewed literature, hypothesis (H6a) was developed: 

H6a1. The technological infrastructure used will positively influence BDA management for 

public healthcare outcome prediction. 

H6a2. The technological infrastructure will positively influence BDA implementation for 

public healthcare outcome prediction.  

H6a3. The technological infrastructure will positively influence BDA structure for public 

healthcare outcome prediction. 

H6a4. The technological infrastructure will positively influence BDA development for 

public healthcare outcome prediction. 
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H6b: Technological Application - these are programs or instructions used in data 

analysis where technology is measured based on its application (Hevner et al., 2010). 

From reviewed literature, hypothesis (H6b) was developed: 

H6b1. The technological application used will positively influence BDA management for 

public healthcare outcome prediction. 

H6b2. The technological application will positively influence BDA implementation for 

public healthcare outcome prediction. 

H6b3. The technological infrastructure will positively influence BDA structure for public 

healthcare outcome prediction. 

H6b4. The technological application will positively influence BDA Development for public 

healthcare outcome prediction. 

3.10 MIS (BDA) variables  

These are characteristics or functions of the MIS (BDA) in question that this study 

advocated for to be used in healthcare for outcome prediction (Weills & Oslen, 1989).  

BDA is a management information system or an artefact which is a means to an end; it is 

not valued for itself (Peffer et al., 2018). Characteristics of an innovation act as persuasive 

factors for technology adoption (Rogers, 1995). These characteristics assess the perception of 

the social structure (organisation) and its actors (employees) on the new innovation (Loez & 

Petter, 2018). These characteristics are used in this study to discover the BDA variables. This 

study integrated the characteristics of an innovation into MIS variables as explained below 
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3.10.1 BDA management   

Management is the big data analytics or MIS management functions managed for early 

disease healthcare outcome prediction. Management is done by the social factor that 

looks at the usefulness of MIS by assessing its relative advantage (Shrestha et al., 2018; 

Loez & Petter, 2018). Relative advantage is expressed in terms of social and monetary 

benefits like cost reduction (Rogers, 1995; Bates et al., 2014). In support of the above, 

Young et al. (2014), Youssef (2014), and Han and Drake (2016) argue that BD and 

predictive analytics have potential of cost reduction while carrying out public healthcare 

activities in disease outbreak prediction and management. While assessing the 

usefulness of the artefact, relevance is achieved where quality measures are used to 

determine if BDA is closely appropriate for their intended use (Shrestha et al., 2018). 

From reviewed literature, hypothesis (H7) was developed: 

H7a. Big Data analytics management will positively influence public healthcare outcome 

prediction. 

3.10.2 BDA implementation  

Implementation is how big data analytic implementation functions whose possibility or 

perception of putting BDA to use is viable to the healthcare environment. In this construct, 

we focus on compatibility of an innovation - which is perceived as compatibility with the 

present organisational values, previous experience, and needs of prospective adopters 

(Rogers, 1983). However, compatibility in healthcare systems hinders the effect of BDA 

(Kechadi, 2016). So, BDA benefits to be felt in public healthcare organisation strategy 
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and BDA structure must be interoperable, with a strong cohesion (Kechadi, 2016; Loez & 

Petter, 2018). From reviewed literature, hypothesis (H7b) was developed: 

H7b. Big Data analytics implementation will positively influence public healthcare 

outcome prediction. 

3.10.3 BDA structure  

Big data analytics structure constitutes the data characteristics to be used, e.g., speed, 

variety, and velocity. This study focused on the complexity of BDA structure with its 

features of volume, velocity, and variety (Bell et al., 2022). In addition to its features, it 

has various types of text, audio, video, and images which make BDA complex.  

H7c. Big Data analytics structure will positively influence public healthcare outcome 

prediction. 

3.10.4 BDA development  

BDA development is the way BDA was built or designed in terms of its characteristics in 

relation to healthcare activities and data process challenges. This study looks at the 

complexity design of BDA. Shrestha et al. (2018) argue that for the artefact to be usable, 

the users must be comfortable with it, hence ease-of-use. Complexity is manifested in BD 

characteristics (Kaisler et al., 2013). Also, the advanced analysis techniques used are 

complex (Chang et al., 2017). Nevertheless, complexity can be reduced by the learnability 

of individuals or organisations. Organisational learning is the process through which 

group members obtain new knowledge or technological abilities that help to improve 

strategic decision-making, tactical planning, design, and operational activities 
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(www.Is.theoriseit.org) where individual members build new skills and knowledge. In 

other words, public healthcare employees must have the ability to learn the new 

characteristics and activities of an innovation. On that note, organisations must make a 

conscious decision that can change actions in response to a change in circumstances -   

which is BDA needs in the context of this study - in return, consciously linking action to 

outcome; and outcomes must be remembered in order to achieve organisational 

effectiveness and to improve on their outcome management. 

H7d. Big Data analytics development will positively influence public healthcare outcome 

prediction. 

3.8 Prediction of public healthcare outcome  

This is an unpredictable dependent variable which can be predicted when BDA is adopted 

and implemented in relation to a well streamlined organisation strategy (Sivarajah et al.,  

2017), structure (Baskerville & Pries-Heje, 2010; Mikalef et al., 2017), favourable 

environment for BDA  governance practices (Pascual et al., 2019), improved individual 

employee skills for both management and technical (Raghupathi & Raghupathi, 2014; 

Mikalef et al., 2017), tasks or business processes well-articulated and, lastly, technology 

that is well selected and that can cause a positive change in public healthcare outcome 

management.  

This variable is considered to be the organisation performance construct of the MIS 

research presented in Figure 3.2. The organisation performance is realised after 

assessing the MIS performance. BDA provides high performance in its applications 

(Cuzzocrea et al., 2011; Chiheb et al., 2019). Its performance needs to be evaluated 
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(Vaishnavi et al., 2017). The artefact or IS performance is evaluated in terms of its 

satisfaction, success, effectiveness, and innovativeness (Weills & Olson, 1989). 

Evaluation is important because it creates an understanding of the current practice that 

leads to the emergence of designing the new ideas. Usefulness of the new artefact is 

assessed by putting it under test for its use in practice (Goldkuhl & Sojostrom, 2018). 

During the evaluation process, research examines the artefact’s fitness (Loez & Petter, 

2018). Its use in practice is done through the artefact’s ability to analyse, report, and 

manage performance (Chawda & Thakur, 2016). When performance is managed through 

analysis of data, it provides information that has the potential to enhance the decision-

making process, in return improving the quality of the decisions made. 

3.11  Chapter summary and conclusion  

This chapter discussed the theoretical perspectives of this study in Section 3.1. BDA 

adoption theories are presented, from which the contingency theory in MIS framework 

was selected to underpin this study. Types or purposes of IS theories are discussed. The 

theory was selected depending on ontological, social-political, and empirical questions 

that needed to be considered (Gregor, 2006). Then BDA theories were identified and 

discussed in Section 3.2, namely, resource-based theory (RBT), organisational theory, 

upper echelon theory (UET), technology acceptance model (TAM), contingency theories, 

and diffusion of innovation theory (DIT).  

The MIS contingency theory framework was selected to underpin this study because the 

identified variables from literature for BDA adoption could be absorbed into contingency 

constructs or variables that are derived from the social setting of an organisation 
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(Baskerville et al., 2018). Following the MIS, the research framework is presented in 

Figure 7. The contingency constructs are then synthesised in relation to the MIS variable 

(BDA artefact) to justify its fit with the social setting. MIS variables’ fit was verified using 

the MIS (BDA) characteristics of the MIS research framework. After the MIS variable was 

verified technologically by DIT characteristics, it needed to be verified whether it could fit 

in the managerial needs of the organisation through its (MIS) performance. MIS 

performance is verified in terms of its efficiency (input or output), effectiveness (the extent 

to which the MIS attains system and organisational goals), and performance standards 

(specific objective of MIS) (Laudon & Laudon, 2010). The decisions are made by 

individuals in relation to the organisational strategy. So, DIT decision-making process 

constructs were left out.  When the MIS performance is confirmed in relation to social- 

political issues (Gregor, 2006) to be of use to the organisation, then the action of adopting 

new ideas (BDA) is planned (Glanz, 2016). As a result, the organisation and managers 

are assured of prediction of healthcare outcomes. This results in healthcare management 

as an organisational performance. The chapter concludes with the research model, 

construct definitions, and hypotheses development. 
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CHAPTER FOUR: RESEARCH DESIGN AND METHODOLOGY 

4. Introduction  

This chapter narrates methods and techniques used to address the research problem of 

this study. It is organised into sections as follows:  research paradigm, design, DSR, DSR 

guidelines, DSR processes, difference between research design and DSR, approach, and 

strategy. Techniques include sampling where study participants’ data is collected and 

analysed. The chapter ends by describing the ethics principles that were followed in the 

process of data collection and analysis.  

Research methodology is a systematic way of studying and solving a research problem 

(Gregor, 2006). It is vital for a researcher to know both the methods/techniques available 

and the methodology as well (Babbie, 2013). According to Vaishnavi et al., (2017), 

research is a search for knowledge, an investigation, and a journey of discovery. So, the 

purpose of research is to find the truth and endeavour to understand the unknown. 

Further, research is a systematic method involving articulation of a problem, collecting 

facts or data, and analysis of the facts is done in order to reach a certain conclusion in 

the form of a solution towards the identified problem, or generalisation for theoretical 

formulation (Gregor, 2006). Furthermore, research is always introduced when there is a 

need for a solution or better alternative than the one that exists - in return contributing to 

new knowledge or inventions.  

The objective of this study was to identify the challenges that affect early disease outbreak 

outcome prediction and to propose a predictive model (BDA-PM) to assist public 

healthcare for the management of healthcare outcomes. However, when addressing this 
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concern, I had to identify the discipline with which to handle the research problem. This 

study focused on IS discipline. Vaishnavi et al. (2017) asserts that in any research 

discipline, there are communities that observe a common agreement on the issue of 

interest, where research methods for investigating it are set. These communities are 

referred to as paradigmatic communities.  
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4.1 Research Paradigms 

A paradigm is a collection of logically related assumptions, concepts, or prepositions that 

position thinking and research with a philosophical intention for understanding a study 

(Menda, 2014). It is purpose of the paradigm to set the intent and expectations for the 

research. The paradigm selected is vital because it provides a basis for successive 

choices regarding the methodology, methods to be used, and research design to be 

utilised in the study (Mackenzie & Sally, 2006). Therefore, a paradigm is a school of 

shared assumptions, values, and views about a phenomenon (Menda, 2014), which 

describes fundamental logical views of a group of people about the world they live in and 

the research they conduct (Oates, 2006). A paradigm serves as a guide as well as a 

building and application of systems (Olivier, 2004). There are four primary basic beliefs 

in research which are the base of research studies: 

4.1.1 Ontology  

Ontology in this study seeks to get to know whether the knowledge on BDA exists in 

public health for disease outbreak outcome prediction and management (Burrel & 

Morgan, 1979). The ontology can be real or an idea, that is to say, realism and idealism, 

respectively (Alaka, 2017).  In this study, realism ontology reflects itself in disease 

outbreak outcome prediction delays and management in public health in Africa (Christaki, 

2015). Delays in disease outbreak outcome prediction and response are real in Africa 

whether they are known about or not (Crotty, 1998). Delays were seen in the Ebola 

outbreak in West Africa (Hankins, 2016). Design and action theory types require realist 

ontology (Gregor, 2006).  
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Idealism is reflected in this study because I consciously and cognitively aspired to create 

a BDA initiative through developing a BDA-PH-PM, assuming that it would assist public 

healthcare as an external social factor to address the reality of delays in response to 

disease outbreak outcome prediction (John & Duberley, 2000). Realism ontology and 

objectivist epistemology are components of positivism, which is executed through the 

quantitative approach and survey strategy (Burrel & Morgan, 1979). Objectivism is the 

focus in this study because of its nature of making use of analytics, which in most cases 

uses figures for computation. For instance, a positivist reveals facts concerning the world 

as is, while phenomenological facts are revealed depending on intellectual processes of 

viewers rather than describing the real world (Dietz, 2010). The intellectual processes of 

the viewers in this study are public healthcare employees. So, I had to enquire from 

employees if they have knowledge of BDA through epistemological assumption. 

4.1.2 Epistemology  

Researchers may make claims based on how we get to know the knowledge (Creswell, 

2013). Epistemology echoes the relationship between an inquirer and the object of 

inquiry, that is to say, how a researcher echoes the nature of knowledge and reports the 

truth about knowledge gained. For instance, in DSR epistemology is viewed as ‘knowing 

through making’, which describes the relationship in the context of the study between 

researcher and object of construction. The object of construction for this study is BDA-

PH-PM (Vaishnavi et al., 2017). However, the adoption of the object depends on the 

organisational culture based on individual values (Rogers, 1995). As a result, I consider 

axiological assumptions in this research (Creswell, 2003; Babbie, 2013). 
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4.1.3 Axiology  

Researchers may make claims based on the value attached to the knowledge (Creswell, 

2013). Values of IS research must also be questioned by a researcher synthesizing 

whose they are, and what dominates them. This highlights that a study may openly or 

silently serve the interests of a certain group of people (Iivari, 2015).  Therefore, axiology 

mirrors the values of an investigator in relation to the situation of research (Mouton, 2001; 

Vaishnavi et al., 2017). The next section discuses paradigms of relevance to IS research 

which researchers use as a base to create claims and a study’s perspectives, relying on 

paradigms of relevance to IS research which include the following: 

4.2 Positivism  

This is perceived as the means of getting the facts in order to comprehend the world so 

that i and practitioners might predict and control it (Trochim & Donnelly, 2008). Therefore, 

to achieve the above, positivists use observation and measurements where they seek the 

way to implement solutions to real problems, as well as being able to control social issues 

(Burrell & Morgan, 1979; Loez & Petter, 2018). This study’s intention is to develop BDA-

PM as a solution to real problems of delays in disease outbreak outcome predictions and 

management.  

Positivism is objective, it is perceived through the senses and professed uniformly by all. 

Burrel & Morgan (1979) argue those realism ontology and objectivism epistemologies are 

components of positivism, which is executed through the quantitative approach and 

survey strategy. Objectivism is the focuses in this study because it posits that reality and 

its meaning exist separately regardless of any awareness about it (Crotty, 1998). Further, 
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objectivism can focus on either the object or subject (Burrel & Morgan, 1979). In this 

study, the objects are the organisations whereas the subjects are the public healthcare 

employees. This study focused on the subject because I wanted to explicate employee’s 

knowledge about BDA in response to disease outbreak outcome prediction and 

management. However, most studies in BDA focus on using the positivism paradigm 

without considering BDA management issues (Raina & Shafi, 2015; Amakobe, 2016; 

Shu, 2016; Kosinski et al., 2016). Yet decision makers who are top managers in an 

organisation (Sivarajah et al., 2017) can handle BDA management challenges.  
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Top managers represent the host organisations through top management, are users, IS 

professionals and other potential stakeholders in society (Iivari, 2015). Therefore, this 

study had to consider decision-making processes adopted from DIT theory as discussed 

in Section 3.6 of this study that assisted me to elicit decision makers’ views on adopting 

BDA for improved healthcare outcome management (Rogers, 1995). Decision-making is 

subjective in the human mind where ideas are interpreted differently by individuals 

(Mokwena, 2010). Therefore, to elicit decision makers’ knowledge on BDA necessitated 

me to acknowledge the importance of an interpretivism paradigm.  

4.3 Interpretivism  

Interpretivists argue that the interpretive paradigm requires the social scientist to collect 

data that describes human behaviour with noticeable features which have a subjective 

meaning (Rogers, 1995; Mokwena, 2010). Human subjects are harboured in the social 

component of IS (Loez & Petter, 2018). As suggested earlier, livari (2015) argues that IS 

as an applied discipline involves interpretivist scientists who aim at enriching the 

understanding of people, their actions, and how social order is shaped and replicated. 

Furthermore, interpretivists carry out an evaluation with an interest in how successfully 

the artefact assists to achieve a given goal. So, an interpretive piece of evaluative 

research may endeavour to achieve a better understanding of how an IT artefact and its 

effects can be really appropriated and used without restricting the focus on conclusions 

of its original construction.  
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4.4 Critical realism  

Referring back to Section 4.1.1, Ontology can be real or be an idea. So, realism can either 

be critical or direct. Critical realism illustrates a problem with either epistemological 

measurements, where critical research may apply positivistically or as an anti-positivistic 

epistemology (iris.cs.aau.dk). Positivistically, critical realism supports quantitative data 

analysis, though it is not used for prediction (Alaka, 2017). Epistemologically, a serious 

reflection on the epistemological inferences of BDA needs to be considered urgently 

(Kitchin, 2014). This study focused on the epistemological perspective of how the BDA 

initiative can influence early disease outbreak outcome prediction of infectious diseases 

and create a real time response for the management of disease outbreak. 

Early disease outbreak outcome prediction may reduce the impact of epidemics by 

preventing them from becoming unmanageable through making a rapid response (Xie et 

al., 2017). Early disease outbreak outcome prediction needs to be coupled with rapid 

public health response (Christaki, 2015). However, this is required when a serious study 

is interested in how an IT artefact enforces or removes socio-political practices (livari, 

2015). 

4.5 Pragmatism  

livari (2015) suggested that design science associates itself with pragmatism as a 

philosophical positioning by aligning its endeavour to bridge science and practical action. 

Agreeing to the above, Naidoo et al. (2015) recommends the use of the pragmatic 

approach when using design science as a methodology. The pragmatism paradigm is a 

set of assumptions with a research culture of beliefs and values that combines methods 
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which best answer the research question (Alaka, 2017).  Saunders et al. (2015) affirms 

that a practical reality that focuses on a particular research question rarely falls well into 

only one philosophical domain. In the same vein, Baskerville et al. (2018) indicate that IS 

requires practical actions that benefit the social-technical stakeholders.  They further 

explain the need to involve science (technical) and practical actions that benefit the social 

stakeholders. However, based on the above, this study used pragmatism as its 

philosophical stand. 

Pragmatists argue that a key factor in a methodology that is to be used in research should 

be the research questions, instead of following a specific paradigm for its sociological 

belief (Alaka et al., 2016). Further, pragmatism focuses on practical values of research 

findings. So, one research may not be suitable for answering all types of research 

questions in one study with multiple realities. Based on the above, this study used design 

science as a methodology where science is a process of mixed engineering in which the 

social, technical, conceptual, and textual are tangled together and converted or 

interpreted (Ritzier, 2004). Hence pragmatism allows a researcher to use a mixture of 

numerous methods, approaches, selections, and tools as long as they can help to answer 

the study questions correctly (Johnson & Onwuegbuzie, 2004). Furthermore, pragmatism 

allows the investigators to study what interests them, and to achieve their values in 

different ways in which their reasons and uses result in ways that can bring about positive 

consequences within their value system (Alaka, 2016).  

Arguing in favour of pragmatism, Saunders et al. (2009) asserts that other paradigms 

have limited steps needed for a complete quality research. Further still, practically a 

specific research question does not often fall graciously into only one philosophical 
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domain (Babbie, 2013). Based on the above, a good BDA-PH-PM study should focus on 

late prediction of disease outbreak (a problem) which is experienced by public healthcare 

owners or employees (people), and the consequences of developing a BDA-PH-PM 

which would allow appropriate intervention to prevent potential disastrous effects of a 

disease outbreak on the affected population as a consequence of inquiry (Baskerville et 

al., 2018). Such focus is related to pragmatism, which emphasises practical problems 

faced by people, the research questions suggested, and the consequences of inquiry 

(Giacobbi et al., 2005; Alaka, 2017). 

Most scholars use the objective epistemological stance suitable for handling BDA data 

management issues. However, while dealing with data and non-data management 

issues, this study combined subjective and objective approaches in a facilitating way, 

where the objective approach was used to aid the use of existing challenges or factors. 

On the other hand, the subjective approach was used to identify challenges that were 

used to develop a BDA-PH-PM. This addressed the dynamism of public healthcare, which 

was considered by using a subjective approach that helped to identify societal and 

managerial or decision-making challenges that affected early disease outbreak prediction 

(Oracle, 2020). Sivarajah et al. (2017) identified data management challenges that are 

addressed by use of a subjective approach in this study.  

Since subjective and objective epistemology were identified to be important for the 

development of BDA-PH-PM, the study proposed the mixing of quantitative and 

qualitative study approaches in question development (Babbie, 2013). The combination 

of methodologies delivers better insights into associations and the interconnectivity 

between challenges of public health and late management of disease outbreak.  Mingers 
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and Gill (1997) argued that the combination of epistemology is the best method to solve 

problems under investigation. The use of the dual epistemology approach is also a feature 

of pragmatism (Johnson & Onwuegbuzie, 2004). The dual method combines the 

strengths of different methods, providing a more vigorous method that assists to answer 

the research question hence avoiding preconceived biases (Babbie, 2013). 

In this study, subjective epistemology issues were implemented using a single case study 

strategy, where a detailed examination of an event, which is a series of related events, 

was believed or exhibited through the operation of some identified general theoretical 

principles (Saunders et al., 2015). A case study also investigates a contemporary 

phenomenon within its real-life context, particularly when the borders between an issue 

in question and its context are not clearly evident (Yin, 2014). Furthermore, case studies 

generally need more than one source of evidence. In this study, a case study was 

implemented using open-ended questions where factors identified were analysed to 

identify measuring variables which were then measured with a survey research strategy 

(Illorah, 2017). New factors and their patterns were discovered from the field using the 

above process which ended up as an inductive research approach (Easterby-Smith et al., 

2008).  

Objective epistemology was used to operate hand-in-hand with a quantitative approach 

and was performed using a survey investigative strategy executed with a Likert scale 

questionnaire (Illorah, 2017). This strategy ended up by facilitating the process, which 

involved the use of one data collection tool or research strategy to aid research using 

another data collection method or research strategy within a study (Saunders et al., 2013; 

Illorah, 2017). In this study, structured questions involved both open and closed-ended 
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questionnaires that were used in data collection, which aided quantitative data to be 

collected and analysed. Open-ended questions ensured an all-round effectiveness of 

research (Creswell & Clark, 2011) and provided an in-depth understanding of the study 

constructs using the pragmatism philosophical stance (Giacobbi et al., 2005).  

4.6 Methodology  

Researchers may make claims based on processes involved in studying the knowledge 

(Creswell, 2013). Methodology involves an examination of the influence of a construct in 

its context of use (Vaishnavi et al., 2017). This study used design science research as a 

methodology. 

4.6.1 Research design  

This is the architectural plan of a study project, where the focus of the research plan 

depends on the type of the study planned to reach particular results (Gregor, 2006). The 

methodology and process followed in the study are selected in order to support the results 

and their importance (Mouton, 2001). Therefore, defined steps need to be followed; and 

carefully chosen objectives are linked to the research questions, data collection methods, 

analysis, interpretation and, lastly, drawing of conclusions (Creswell, 2014). Design is a 

research method, and it becomes a scientific methodology when the study focuses on 

analysis (Naidoo et al., 2015). Design science research methodology (DSRM) was 

selected to guide this study. The next section discusses design science research (DSR), 

showing the DSR research guideline which includes the designing of an artefact, showing 

the relevance of the problem, designing the way of evaluating the artefact, research 

contributions, research rigour, and showing design as a search process and 
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communication of research. This study followed DSR guidelines to direct me to achieve 

the relevance of the study to the social environment of public healthcare. Table 2 below 

shows the guidelines of DSR with their description. 

Table 2: DSR guidelines  

Guidelines  Description  

Design an artefact Research must produce a viable artefact 

Problem relevance Objective is to develop a technology-based solution to a relevant business 

problem 

Design evaluation Use well-executed evaluation methods to test utility, quality and efficacy of an 

artefact 

Research contributions Effective DSR must provide clear and verifiable contributions in the areas of 

design artefact, design foundations, and/or design methodologies 

Research rigour DSR relies upon the application of rigorous methods in both the construction 

and evaluation of the design artefact 

Design as a search process Utilise available means in the search for an effective artefact and solution to a 

problem 

Communication of research Effective presentation of DSR to both technology- and management-oriented 

audiences 

  

DSR research process 

The DSR research process involves the DSR process steps which include: awareness of 

problem, suggestion, development, evaluation and discussion, the output which includes 

the proposal as a tentative design for the artefact, measure of performance of the artefact 
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and, lastly, the results (Vaishnavi & Kuechler, 2015). The next section discusses DSR 

process steps that show the phases through which a DSR artefact is developed right from 

problem awareness, what I  suggested, the actual development of the artefact, how it is 

evaluated, and the conclusions made (Vaishnavi & Kuechler, 2015).  

Awareness of problem here I needs to be aware of the problem in order to make 

suggestions that can provide a solution to the problem (Vaishnavi & Kuechler, 2015). 

Problem awareness originates from knowledge flowing from the operations and goals of 

the organisation. The problem in this study is late prediction of healthcare outcome from 

disease outbreak that leads to inappropriate management of infectious diseases 

(Academies of Sciences, Engineering, and Medicine, 2016).  

Suggestion here means a solution is proposed by looking at significant present 

knowledge (Vaishnavi & Kuechler, 2015). In this phase, objectives to the solutions are 

developed (Peffers et al., 2008). A research statement in form of the research goal was 

defined as: “It is possible to identify data and non-data management factors or challenges 

that affect early disease outbreak prediction and management and develop a Big Data 

Analytics Public Health Predictive Model (BDA-PH-PM) that could be leveraged to 

facilitate early infectious disease outbreak prediction for improved health outcomes.” In 

this phase, the output is a proposal and a tentative design. That is why the dotted line is 

surrounding the awareness of a problem and the suggestion phase (Vaishnavi et al., 

2017).  

In DSR, it is vital to identify a problem as practical or as knowledge which requires a 

practical or knowledge question (Weiringa, 2014). A practical question is derived from the 
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�G�L�‡�H�U�H�Q�F�H���E�H�W�Z�H�H�Q��shareholders’ goals and the experiences that they wish to condense, 

and a knowledge question is a lack in knowledge that they wish to condense. For this 

study, the question is to find an algorithm to solve late disease outbreak outcome 

prediction, and the suggested solution is practical - to design an algorithm to solve this 

problem (Weiringa, 2014). This study suggests identifying an appropriate algorithm from 

predictive classification models.  

Development  - in this step an artefact is an output of this phase (Vaishnavi & Kuechler, 

2015). An artefact is subjected to the process of designing, developing, building, 

assessing, evaluating, justifying, refining, testing, and proposing to address a recognized 

need or problem (Hevner, 2004). This study, using data and non-data management 

challenges, assessed predictive classification models to select the one that can solve the 

problem of late disease prediction for healthcare outcome management.  

Evaluation  - here the artefact was evaluated and tested using quantitative evaluation 

techniques that measure the performance of an artefact (Vaishnavi & Kuechler, 2015). 

The output of this phase is the performance measures. This study used WHO matrix that 

tests the relevance of predictive models designed to be implemented in the context of 

health as epidemiological standard measures (WHO, 2004).  

Conclusions  - in this step, the conclusions are made after evaluation of the artefacts 

performance and results which necessitates revisiting the organisation knowledge on the 

operation and goals of the organisation (Vaishnavi & Kuechler, 2015). Figure 8 below 

represents the DSR research process.  
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articles. Figure 9 below shows how this study was designed following the guidance of 

Peffers et al. (2008) and Vaishnavi and Kuechler (2015).   

 

 

Figure 9: This study’s research design  
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4.7 Difference between r esearch design (RD) and d esign science r esearch ( DSR) 

 RD is the procedure followed in the process of carrying out a study, which is carefully 

chosen to link objectives to study questions, data collection methods, analysis, 

interpretation, and conclusions made (Creswell, 2014). RD is the routine design that 

allows me to recognize the missing knowledge from the target community (Vaishnavi et 

al., 2017). However, RD can lead to DSR (Vaishnavi et al., 2017). DSR is the production 

of new knowledge to the target community by adding more effort of designing an artefact 

(Vaishnavi et al., 2017; Baskerville et al., 2018). This study designed a BDA-PH-PM that 

can be leveraged in the public healthcare community for early disease outbreak outcome 

prediction. 

4.5 Research strategy 

This is an action plan used to achieve a research goal (Saunders et al., 2015). Research 

strategies may comprise of a survey, case study, experiment, action research, grounded 

theory, narrative theories, archival or document, and ethnography. Saunders et al. (2015) 

categorises strategies by experiment and survey mainly used for quantitative, case study, 

and archival or documentary which may be used for either quantitative or qualitative and 

ethnographic; on the other hand, action research, grounded, and narrative theories are 

solely for qualitative. This study used a case study and survey strategy as they work along 

with qualitative and quantitative research, respectively.  
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4.5.1 Time horizon  

According to Saunders et al. (2015), researchers are exposed to cross-sectional and 

longitudinal time horizons from which to choose. In cross-sectional research, data is 

collected once over a given period of time from which a researcher compares different 

variables from a selected target audience sample at a single point in time. On the other 

hand, longitudinal survey involves a researcher making observations on the same 

constructs over a long period of time in different research intervals. This study proposes 

to use a cross-sectional study because of the limited time I had to carry out the research 

activity and the limited time allocated for the completion of the doctoral degree course 

(Woolhouse, 2011). Based on the reason above, data was collected from two regions of 

Uganda from selected hospitals and healthcare centres within the same period of time.  

4.6 Data collection  

This is the process of gathering data from the field using approaches that are tools used 

to collect data. These approaches may comprise of interviews, direct observation, focus 

group discussions, questionnaires, documentation or archival and reporting (Balnaves & 

Caputi, 2001). In data collection methods, a researcher decides on which approach to 

use. The next section discusses the research approaches used in data collection.  

4.6.1 Mixed method  

According to Creswell (2003), a mixed method is an investigation approach that includes 

both quantitative and qualitative methods that are used in the data collection process and 

the data analysis within a single study. Marrying qualitative and quantitative data 
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collection methods bridges the gap between domain experts, analysts, and computational 

methodologies (Tekiner & Keane, 2013). In return, this study assumed that it would be 

providing and integrating public healthcare solutions to the problem. Researchers use the 

mixed method for a number of reasons that may include triangulation, facilitation, 

complementary, and to aid interpretation (Saunders et al., 2015). This study used the 

mixed method for facilitation (Alaka, 2017). 

The present researcher observed from the literature that BDA is a subset of big data 

management (Russom, 2011; Ularu et al., 2012). The data management variables alone 

may be insufficient for the development of BDA-PM. So, management actions and social 

factors may lead to decision-making which results in the delay of disease outbreak 

outcome prediction (Loez & Petter, 2018). Public healthcare management actions could 

include decision-making in relation to activity prevalence interventions. On the other hand, 

social factors could be political, economic, and cultural (WHO, 2004; Christaki, 2015; 

Kechadi, 2016; Loez & Petter, 2018). WHO (2004) alludes that management issues affect 

disease outbreak outcome prediction before data management is done. To involve social 

factors from the field, this study considered the use of the qualitative approach. Saunders 

and Paul (2013) assert that the use of one research approach can aid research using 

another strategy in the same study. This study used open-ended semi-structured 

questionnaires to elicit participant’s perceptions and organisational facts about BDA as a 

sub-set of data management for early disease outbreak outcomes predictions for 

healthcare management. 
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4.6.2 Interviews  

Interviews can be either unstructured or structured. Unstructured interviews are 

interviews conducted with no pre-determined set of questions. Conversely, structured 

interviews use pre-determined set of questionnaires, which were set to guide me in the 

process of questioning. Interviews were used in the form of open-ended questions to get 

answers to questions such as: “What are the challenges encountered when using data 

analysis insights in disease outbreak outcome prediction?” and “How do these challenges 

affect management of healthcare outcomes?”. Such questions go along with the 

qualitative approach and case study strategy (Babbie, 2013). Furthermore, the qualitative 

approach addresses the ‘WHAT’ and ‘WHY’ questions. I  used telephone calls, talked to 

some expert opinion leaders and top management who are mandated to make decisions 

in the selected hospitals. In addition to the questionnaire provided, they sought clarity on 

some open-ended questions. 

4.6.3 Questionnaires  

Questionnaires were used in a case study survey, where questions were sent to 

participants and clarifications were made through the use of emails or a telephone call. 

The selected samples in relation to the geographical location influenced the way data was 

collected. The risk of COVID-19 contraction and limited resources - such as time, money 

for travelling and for photocopying - were all minimised through email administered data 

collection questionnaires. The study used a google accessible software tool to create and 

administer web-based surveys where data was captured, and input done automatically 

once the respondent selected and marked their answers from a prescribed list of a Likert 



118 
 

scale. However, the response on the online questionnaire was not sufficient for collection 

of the data that was used in the analysis. Therefore, I had to travel to a nearby 

geographical location for data collection after the uplifting of the COVID-19 lockdown. 

The study targeted participants from the Ministry of Health (it only selected reachable 

districts and health centres from central and western regions of Uganda). This was 

because of the limited resources at my disposal. The human resource department was 

used as a gatekeeper for me to access the employee participants who included doctors, 

nurses, infection disease control specialists, logisticians, laboratory specialists, 

communication and social mobilization experts, emergency management and public 

health professionals, monitoring and evaluation officers, data entrants, and data analyst 

(Hankins, 2016). Participants were given a link. Through the link, participants were able 

to access the questionnaires and submit their responses as well. However, a few 

questionnaires were also hand-delivered to reachable participants. The questionnaire 

had closed-ended questions, which catered for the quantitative approach, and some 

open-ended statements that catered for the qualitative approach (Illorah, 2017; Alaka, 

2017). 

4.6.4 Questionnaire development  

This is a procedure of crafting a data collection instrument used along with a survey 

strategy. Questions for both questionnaire and semi-structured statements were 

developed (Babbie, 2013). In this study, questions were developed focusing on reviewing 

literature systematically aimed at getting BDA, predictive analytics, concepts, as well as 

factors that influence early disease outbreak prediction of health outcome. This study 
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adapted questions and ideas from previous studies, in return achieving construct, content, 

criterion, and face validity. Based on other studies, this study established that the 

objectives of this study were tallying with the questions, which helped to determine which 

data was collected (Saunders et al., 2015). The data type collected determines the type 

of analysis that is ought to be done (Alhajj & Rokne, 2018). The types of data that were 

collected are opinions and attitudes of respondents towards the use of BDA for early 

disease outbreak prediction of health outcome. 

Factors or variables identified from the literature review were used as prior data for 

predictive analytics, and they were used as a benchmark for the variables that were 

identified from semi-structured statements (Hilbert, 2016). Herwix and Rosenkranz (2018) 

assert that when a scientific inquiry is focusing on useful and innovative artefact that 

would be used to handle business needs within DSR in IS, I built on prior knowledge 

about the behaviour of things. Woolhouse (2011) alludes that to establish any kind of 

prediction, there should be the past to guide the future. Also, Goldkuhl and Sjostrom 

(2018) add that as a researcher i should understand the practice or process in order to 

improve it. On that note, variables from the literature review were used to develop 

questions which were used in the survey for the quantitative method. In return, data 

generated was used to develop a BDA-PH-PM as an artefact and a solution to this study’s 

research problem (Alhajj & Rokne, 2018).  

The questionnaire was developed to assess eleven constructs adapted from MIS 

contingency theory. These constructs include: Strategy (STRA), Structure (STRU), 

Environment (ENVT), Individual (IND), Task, Technology (TECH), MIS Variables 

Management (BDAMGT), Implementation (BDAIMP), Structure (BDASTU), Development 
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(BDADEV), and prediction of public healthcare outcome (PHCO) as structured in the 

research framework in Figure 7. The same questionnaire accommodated a section for 

top management and other healthcare professionals to assess their perception on the 

use of BDA in public healthcare for early disease outbreak healthcare outcome prediction.  

To elicit responses from targeted respondents, this study used close-ended questions 

based on the nature of data that the scholar intended to collect, keeping in mind the 

targeted population (Saunders et al., 2015). This is because it is the same environment 

in which BDA-PM as an artefact in DSR intends to be implemented (Loez & Petter, 2018). 

I also looked at how the results from the questionnaire were to be analysed.  

A 1-5 Likert scale was used in which: 1 = Strongly Disagree, 2 = Disagree, 3 = Neutral, 4 

= Agree, and 5 = Strongly Agree. The scale allowed respondents to rate the variables 

identified by representing how they rate the extent to which each variable is applied to 

their hospital (Saunders et al., 2015). The rating put numbers on variables hence made it 

quantitative. During the process of questionnaire design, identified variables were used 

to formulate the measuring items based on the research model discussed in Section 9.3. 

This also helped the variables derived from qualitative statements to be used as variables 

during the development of the BDA-PH-PM as the focus of this study (Alaka, 2017). 

4.6.5. Questionnaire pre -testing  

Pre-testing of questionnaires was done on members of the study population in order to 

determine whether the respondents are in a position to interpret questions correctly, to 

ensure that the order of the questions was not influencing the way the respondents should 
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answer, to locate problem areas, decrease measurement areas, and to decrease 

respondent burden (Perneger et al., 2014; Wickramasinghe & Bodendorf, 2020).   

Perneger et al. (2014) and Thomas et al. (2015) argue that a reasonable default starting 

point for pre-testing of a questionnaire is 30 participants. Perneger et al. (2014) 

categorised sample size of 5-15 as small and 30-50 participants as large. A large sample 

size is recommended in order to achieve robust testing results of the questionnaire 

(edis.ifas.ufl.edu.).  As a result, this study randomly selected 30 participants that included 

5 PhD students, 4 masters students, 3 doctors, 2 data entrants, 2 laboratory specialists, 

2 social mobilization experts, 2 epidemiologists, 2 infection control specialists, 2 

procurement officers or logisticians, 2 administrators (district health administrators), 2 

nurses, and 2 finance managers who were engaged in the pre-testing phase through 

giving their input.  The questionnaire was restructured depending on the responses given. 

4.6.6 Pre-test feedback  

Feedback from the pre-test made. I rephraseed some questions in order to make them 

more concise. Also, participants notified me that some questionnaires were not usable 

and were to be removed. All suggested ideas were implemented. 

After the pre-test of the questionnaires, the results were statistically assessed using 

SPSS software with Cronbach’s alpha to measure how questionnaire items were related 

as a group. This measured the internal consistency and scale reliability. All the eight 

constructs had .70 and above, which indicated that the questionnaire was reliable. Two 

constructs of structure (STRU3) and BDA Management (BDAMGT1) had low Cronbach 

alpha of .30 and .50 respectively, which was below the recommended .70. Results below 
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.70 showed that items were not a representative of the domain of behaviour, so some 

items were removed to improve the questionnaire reliability.  

 

The questionnaire was then tested with a different sample of participants from those who 

participated in the pre-testing of the questionnaires. These participants included 5 

doctors, 4 data entrants, 4 laboratory specialists, 2 social mobilization experts, 2 

epidemiologist, 2 infection control specialists, 4 procurement officers or logisticians, 3 

administrators (district health administrators), 2 nurses, and 2 finance managers. The pilot 

results are discussed later in Section 4.11. The next section discusses the advantages of 

questionnaires. 

 

Closed-ended questionnaires were used in this study, responding to the benefits of using 

space efficiently and limiting the number of questionnaire pages which allows 

respondents to find it easier to answer the questions (Babbie, 2013). It further allows big 

amounts of data to be collected from big numbers of participants within the shortest time, 

which improves reliability. Also, all respondents are exposed to the same questions which 

is cost-effective; and during analysis, answers are easy to code for initial statistical 

analysis like regression (Saunders et al., 2015). 

The questionnaires used the quantitative approach, which comprises the use of numbers 

in which data collected does not deliver deeper thoughtful information. In return, much of 

the meaning could be lost while clarifying variable meaning (Babbie, 2013). Luckily, this 

can be minimised by using a dual method - using qualitative questions using open-ended 

questions for data collection. However, the down side of questionnaires is that they are 



123 
 

expensive in terms of distribution and collection when online ways of communication are 

not used. Respondents may not be in a position to make interpretations on questions they 

do not comprehend so respondent expressions and views are limited. Also, Likert scale 

survey questions suggest discrete variables which could be a disadvantage or an 

advantage. In this study, it turned out to be an advantage because the discrete data 

showed to be too complicated for the AI tools to handle. I tried to handle the advantage 

mentioned above appropriately.  

4.7 Sampling techniques  

According to Balnaves & Caputi, (2001), sampling is a practice used to select a sub-set 

of elements of analysis from a target population. Sampling may include random, 

purposive, convenient, and snowball for the qualitative approach and stratified for the 

quantitative approach.  

4.7.1 Qualitative approach sampling  

This used a purposive sampling technique to select public healthcare hospitals that 

represented other organisations providing healthcare services. The organisations 

selected were government ministry of health hospitals (Christaki, 2015). Expert opinion 

leaders and top management contacts were identified through Ministry of Health websites 

using their positions in the search and physical walk-in. Qualitative open-ended 

statements were included in the quantitative tool in the form of a questionnaire (Illorah, 

2017). 



124 
 

4.7.2 Quantitative approach sampling  

Quantitative approach sampling assisted in implementing the survey strategy. A stratified 

sampling method was used to select sample sizes (Yamane, 1967). 

4.8 Study Population  

This study’s participants were selected from different hospital departments, where 

departmental sections considered those under the Ministry of Health. This study made 

sure that each hospital in the identified areas was presented uniformly. 

4.8 Conceptualization and Operationalization of constructs  

Conceptualization is a way of re-defining a concept, which gives it a conceptual definition.  

Therefore, conceptualization is a form of identifying and clarifying concepts in a way a 

researcher conceives the nature of things (Babbie, 2001). In return, specific meanings of 

concepts are created in relation to the study and the theory used.  

A theory is a logical structure that gives an explanation to a given occurrence (Kuhn, 

1970). A theory is also viewed as a systematic way of arranging and making an 

explanation from what is observed within a set of statements about the relationship 

among situations (Baskerville et al., 2018).  So, in research, a theory offers a framework 

for researchers to make specific hypotheses (Babbie, 2005) that may involve concepts 

appearing in the form of variables, and how they can be tested (Nachmias & Nachmias, 

1996).  

A concept is a perception of how one thinks by generalising ideas to represent an object 

or event and its properties (Babbie, 2005). Nachmias & Nachmias (1996) assert that 
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concepts are the foundation of communication in research. Furthermore, Babbie (2005) 

argues that concepts are ideas that result from shared agreement in intellectual 

conceptions. This study used the mutual agreement from the MIS theory of information 

systems that was used to underpin this study, and its constructs were used in the 

conceptual framework.  

 

The conceptual framework of this study entails eleven concepts that are demonstrated in 

Figure 9.3. These constructs include: Strategy (STRA), Structure (STRU), Environment 

(ENVT), Individual (IND), Task (TSK), Technology (Tech), MIS Variables Management 

(BDAMGT), Implementation (BDAIMP), Structure (BDASTRU), Development (BDADEV), 

Prediction of Public Healthcare Outcome (PHCO).  

 

Operationalisation of organisational contingencies use mediator and moderator 

constructs. Mediators explain the relationship between independent and dependent 

variables, while moderators modify the direction of the relationships (Novotny et al., 

2012). In this study, MIS variables of BDAMGT, BDAIMP, BDASTRU, and BDADEV   

mediate and moderate the relationship between independent variables of Organisation, 

STRA, STRU, ENVT, IND, TSK, and Tech, with PHCO as a dependent variable. In 

addition to conceptualization of variables, an empirical investigation may be done to 

operationalise measurement (Brunk, 2012). 

 



126 
 

4.8.1 Measurement of variables  

According to Babbie (2005), variable measurement is an operation that specifies how a 

concept was measured. Operationalization of a construct is essential for capturing and 

quantifying the strength and direction of a construct, and to develop valid and reliable 

practically easy to administer measurement tools (Brunk, 2012). Constructs from 

contingency theory in this study were operationalised in reference to researchers such as 

Weills and Olson (1989), and Wende and Otto (2007). BDA is a new trend of data 

management. Therefore, this study focused more on how data can be managed by using 

BDA in a public healthcare environment for early disease outbreak prediction of health 

outcomes. This study adopted Foole’s (2020) data management definition that states that 

data management is the way data is arranged, the steps used to gather intelligence, and 

how efficiency is achieved from that data. In that regard, Is organised their constructs in 

relation to data management, trying to interrogate why BDA is not yet embraced in public 

healthcare despite its benefits.  

Organisational s trategy (STRA):  This is the organisation’s strategy. It is a plan made 

by the organisation on how to use Big Data Analytics (BDA) for early prediction of disease 

outbreak healthcare outcome. There must be requirements in the organisation strategy 

that would prompt the need to use BDA (Baskerville & Pries-Heje, 2010).  

Organisation strategy is required to manage and direct all BDA activities in line with the 

business (public healthcare) strategy (Ugandan Health Strategy, 2016-2020). BDA 

strategy is measured based on the following factors: application of BDA technologies for 

decision-making is a challenge (Varaa et al., 2019); data and its technologies aid strategic 
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decision-making (Chen et al., 2012); BDA strategy allows the interaction between data, 

technology, and organisation strategy and integrates big data, disease prediction and 

management (Mazsei & noble, 2020). BDA strategy influences IT/MIS specifications 

(Tiwana & Konsynski, 2010). In this study, BDA strategy was viewed as a non-data 

management construct which falls under data governance (Wende & Otto, 2007; 

Sivarajah et al., 2017). Organisational strategy was operationalised using a 5-point Likert 

scale, where SD is Strongly Disagree, D is Disagree, N is Neutral, A is Agree, and SA is 

Strongly Agree (Wende & Otto, 2007). The following are the questions put to the 

respondents.  

 

Organisation strategy includes:                                 

 Strongly Disagree Disagree Neutral Agree Strongly Agree  

   

Stra1 BDA strategy that allows the interplay between data, 

          technology and organisation strategy   SD D               N     A          SA 

Stra2 Translating data into decision making, on disease 

           outbreak outcome prediction is a challenge SD D               N     A          SA 

Stra3 Our BDA strategy integrates Big Data, disease  

              prediction and management    SD D               N     A          SA 

Stra4 Information asset and opportunities are incorporated 
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            into organisations strategic planning process  SD D               N     A          SA 

Stra5   We have a budget for BDA Cost/operational  

        Expenditures                  SD D               N     A           SA 

Organisational s tructure (STRU);  This is the structure where MIS functions serve 

(Weills & Olson, 1989). It is the fit between organisation structure and MIS structure. This 

shows how data is managed within the organisation structures (Weills & Olson, 1989). 

Structure is operationalised by the extent to which the organisation is centralized and its 

relationship to MIS being centralized (Weill et al., 2015), learning ability, data flow 

procedures, BDA decision authority, and data governance (Weills & Olson, 1989). In this 

study, BDA structure is viewed as a non-data management construct, which also falls in 

data management issues of data governance (Sivarajah et al., 2017). A 5-point Likert 

scale with 1 for Strongly Disagree and 5 for Strongly Agree was used to measure 

Structure adopted from Weills & Olson (1989).  

Organisation structure allows me to use new techniques where: 

     Strongly Disagree Disagree Neutral Agree Strongly Agree  

STRU1.   BDA helps us to centralise data management  

        activities                                                                    SD D               N     A          SA 

STRU2.   We have rules that govern how conclusions  

are drawn from the data sets    SD D               N     A          SA 

STRU3. Data flow procedures guide me in what I do  SD D               N     A          SA 

STRU4.   We have BDA decision ownership (authority) right  
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        from data collection, processing, storage and use SD D               N     A          SA 

STRU5.  Hospital management structure allows us to learn 

         new things      SD D               N     A          SA 

Environment (ENVT) : The MIS function serves (Weills & Olson, 1989) in the 

environment. The use of new technology such as BDA influences the environment, from 

which it functions (Shrestha et al., 2018). Environment is operationalised by culture, 

security, and privacy (Ularu et al., 2012). Trujillo et al. (2005) argues that organisational 

culture is influenced by the organisation’s ability to interpret the new data it obtains from 

its environment. However, organisational culture is an intangible resource that can be 

used as a capability for BDA if its roles, processes, and structures are considered towards 

BDA benefits. Sivarajah et al. (2017) argues that rules can help in managing data 

management challenges. BDA teams can set data standards showing how to ensure 

rules are established for data usage in respect of making decisions (Chen et al., 2014).  

On the other hand, policies are set to guide on what to do (Cappiello et al., 2013). 

Furthermore, the use of BDA can lead to improved business processes (Simsek et al., 

2019; WHO, 2018). Also, BDA as a new method of data management can lead to 

improved business processes.   

Security is curbed by use of data management rules and policies (Smith, 1984; Sivarajah 

et al., 2017). Health Sector Plan Uganda (2015) indicates that available Health 

Management Information Systems (HMIS) security is weak. And privacy policies depend 

on the political and the economic factors (Loez & Petter, 2018). A 5-point Likert scale with 
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1 for Strongly Disagree and 5 for Strongly Agree was used to measure BDA Structure, 

adopted from Weills & Olson, (1989).  

Environment we operate in depends on: 

Organisation al culture ( ORGCUL) - influences the organisation’s capacity to interpret 

the new data it receives from its environment.  

I believe: 

Strongly Disagree   Disagree   Neutral Agree Strongly Agree  

 

ORGCUL1.  Healthcare roles enable the use  

of Big Data Analytics                                    SD D               N     A          SA 

ORGCUL2. One may not know which algorithm  

techniques fit the healthcare environment    SD D               N     A          SA 

ORGCUL3. The hospital structures can help us  

 predict early disease healthcare outcomes in our 

              area of operation                                             SD D               N     A          SA 

             ORGCUL4. Healthcare operates in unpredictable  

              environment while figuring out how to meet  

              healthcare outcomes predictions                    SD D               N     A          SA 

Data Security ( DSEC); this is the protection of healthcare information against unlawful use) I believe that; 

Strongly Disagree   Disagree   Neutral Agree Strongly Agree  
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DSEC1. We have data security guidelines we 

 follow while dealing with hospital data SD D               N     A          SA 

 

DSEC2. Health management information  

systems (HMIS) security help me to ensure  

data security                                        SD D               N     A          SA 

 

DSEC3. We have measures that help us  

ensure security of data                           SD D               N     A          SA 

 Individual (IND) : This is an individual characteristic, which is the individual difference 

with their fit in information system activities (Weills & Olson, 1989).  The Individual 

Construct was measured based on people or individuals’ capabilities, roles, and 

characteristics (Hevener et al., 2010). An organisation uses individual capabilities to 

achieve organisation goals (Trujillo et al., 2005). So, specific big data analytics skills are 

vital for organisational success (Akhtar et al., 2019; WHO, 2018). Individual 

characteristics are developed by their experience, education, and personal values 

(Hambrick & Mansion, 1984). Individual roles are operationalised by who is responsible, 

consulted, accounted, and informed (Wende & Otto, 2007). A5-point Likert scale with 1 

for Strongly Disagree and 5 for Strongly Agree was used to measure the BDA Structure 

adopted from Weills & Olson (1989). 

Individual roles ( INDR1):  

I believe: BDA roles are assigned depending on who is: 

Strongly Disagree Disagree Neutral Agree Strongly Agree  

INDR1. Responsible for data management              SD D               N     A          SA 
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INDR2. Consulted on which data to collect  

 and analyse                                                                     SD D               N     A          SA  

INDR3. Accountable for data collection, storage 

and analysis                                         SD D               N     A          SA 

INDR4. Informed about data analysis results for  

decision making                             SD D               N     A          SA 

 

Individual capabilities ( INDCAP): this is the abilities of employee to use BDA 

technologies).  

 

I believe: 

Strongly Disagree Disagree Neutral Agree Strongly Agree  

 

INDCAP1. I have the skills of using BDA techniques  SD D               N     A          SA 

INDCAP2. My position allows me to decide on what analysis 

 technology to use                 SD D               N     A          SA 

INDCAP3. To use BDA technologies effectively,  

an individual must not have only the software’s required but  

also know how to use them                                                   SD D               N     A          SA 

INDCAP4. Most people in our facility have the skill to use  
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Big data Analytics                                                                 SD D               N     A          SA 

 

 

Individual characteristics ( INDCHA): this is individual employees’ traits of adopting the 

use of BDA).  

I believe: 

Strongly Disagree Disagree Neutral Agree Strongly Agree  

INDCHA1 I am always interested in learning  

new things     SD D               N     A          SA 

INDCHA2.I can easily transfer what I have  

learnt to other staff members   SD D               N     A          SA 

INDCHA3. I am very positive about change   

when new innovations are suggested in this 

 department                             SD D               N     A          SA 

Task (TSK) : These are activities to be supported by the MIS functions (Weills & Olson, 

1989).  Tasks are operational procedures that include provision of health care services, 

documentation, and reporting in hospitals (Ugandan Health Strategy, 2016-2020). In this 

study, tasks are viewed as data processing challenges and the volume, variety, and 

velocity data characteristics (Sivarajah et al., 2017).  Task was measured based on 

complexity or simplicity of the business processes and activities (Weills & Olson, 1989; 

Dhar, 2012). This study focuses on processing challenges that are currently faced in data 
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management. A 5-point Likert scales with 1 for Strongly Disagree and 5 for Strongly Agree 

was used to measure BDA Structure adopted from Weills & Olson, (1989). 

Data collection  (DCOL): (these are sources of data used for analysing data for health 

outcome management). 

 

 

Normally We collect data from: 

Strongly Disagree Disagree Neutral Agree Strongly Agree  

DCLO1. Ministry of health (MOH) managed  

 healthcare facilities                                               SD  D               N     A          SA 

DCLO2. Non - governmental organisations (NGOs) SD    D               N     A          SA 

DCLO3. Faith related healthcare centres         SD D               N     A          SA 

DCLO4. Community based organisations (CBO)         SD D               N     A          SA 

DCLO5. We collect the following data types used for analysis (Select all that applies) 

o Web and social media data - these are data from WhatsApp, Facebook, LinkedIn, Twitter, 

smartphone apps, and health plan websites  

o Machine to machine data (internet of things (IOT) - Reading from sensors  

o Transaction data - Healthcare claims and billing records   

o Biometric data - Finger prints, genetics, handwriting, retinal scans, xray, etc. 

o Human generated data - Doctors notes, health management information system (HMIS), emails 

and paper documents 
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Data pre- processing ( DPRE): (This is the process of pre-processing in order to be 

transformed for further processing or analysis).  

I believe: 

    Strongly Disagree Disagree Neutral Agree Strongly Agree  

DPRE1. Big Data Analytics helps us in data cleaning     SD     D               N     A          SA 

DPRE2. I do aggregate data for further processing         SD     D               N     A          SA 

DPRE3. I can integrate data from different departments SD          D               N     A          SA 

DPRE4. We perform the following processes to transform the raw data into information (Select all that 

applies) 

o Summarizing the data 

o Averaging the data 

o Selecting part of the data 

o Graphing the data 

o Adding context  

o Adding value 

Analysis ( DANAL ): (this is the discovery and communication of meaningful patterns from 

data).  

I believe: 

Strongly Disagree Disagree Neutral Agree Strongly Agree  

DANAL1.  We identify inconsistent data from groups  

of records                                                             SD D               N     A          SA 

DANAL2. Analytical software we use allows us to  
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analyse information from multiple data base systems 

 at the same time                                                           SD D               N     A          SA 

DANAL3. Patterns in datasets help us to identify  

correlations that are used for predictive analytics          SD D               N     A          SA 

DANAL4. Big Data Analytics provides patterns needed to 

 be interpreted for decision making                                SD D               N     A          SA 

DANAL5. Experience in data analysis helps to make sense  

out of data for decision making                                       SD D               N     A          SA 

 

DANAL6. We use any of the following BDA models or algorithms for analysis (select the appropriate 

algorithm) 

o Decision tree model – this is used for prediction by associating conditions with actions 

o Support Vector Machine (SVM) – this constructs lines with two-dimensional data from different 

classes in the dataset 

o Random forest (RF) – this makes random subsets of the dataset 

o Logistic regression (LR)- this creates a relationship between one dependent and one or more 

independent variables 

o Adaptive boosting (AB) - this expands each weight or significance observed in the dataset 

o Multiple discriminant analysis (MDA) - uses a combination of factors in a linear way explaining what 

causes the similarity in data 

o Naïve bayes model – (used to estimate conditional probabilities) 

o Singular value Decomposition (SVD) - is a dimensionality reduction technique that is used to extract 

patterns from large datasets 

o Artificial Neural Networks (ANN) - (uses multiple neuron layers joined to one another) 
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o None of the above 

o Others, please specify ………………………………………………………………………………….. 

Data visualization (DVIS) : this is the ability to identify the meaning of data analysis 

patterns and communicate their meanings. The following statements are describing data 

visualization.  

I believe: 

Strongly Disagree Disagree Neutral Agree Strongly Agree  

 

DVIS1. Visualization assists the user to meaningfully  

interpret analysed results                                                    SD          D               N     A          SA 

DVIS2. We use graphs to visualise results from analysis    SD          D               N     A          SA 

DVIS3. We use tables   to visualise results from analysis   SD          D               N     A          SA 

DVIS4. Visualization is used as a form of reporting         SD          D               N     A          SA 

DVIS5. The quality of reporting depends on the users          SD          D               N     A          SA  

perception of analysis results 

DVIS6. Visualizations help us to clarify on the data right      SD          D               N     A          SA 

from collection to analysis 

DVIS7. We put in mind on how to interpret results right       SD          D               N     A          SA 

from data collection to visualization 

Technology (TECH) : This refers to current methods and ways used in healthcare for 

mining information that is desired by the users. This construct Technology is 
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operationalised as an MIS focusing on the relationship between the current MIS or 

technological specifications, and its resulting MIS effectiveness (Weills & Olson, 1989). 

In this situation, the BDA team in public healthcare needs to assess the current activities 

(Gregor, 2006). In relation to synthesizing whether the current MIS is effective towards 

organisational actions, and moving the organisation towards its overall strategic goals, 

think of a strategy that can change the actions to make them more useful (Trujillo et al., 

2005).  The assessment of the current technology (HMIS) influences the adoption or 

rejection of a new technological innovation (BDA) (Rogers, 1995). Technology is 

measured based on its infrastructure, application, communication architecture, and 

development (Hevner et al., 2010). A 5-point Likert scale with 1 for Strongly Disagree and 

5 for Strongly Agree was used to measure technology. 

Infrastructure ( INFRA): (These are platforms or frameworks used when managing data).  

I believe that:  

Strongly Disagree Disagree Neutral Agree Strongly Agree  

INFRA1. We have a BDA architecture that  

is followed in our operations           SD D               N     A          SA 

INFRA2. We have in place high speed computers that 

 help us handle data             SD D               N     A          SA 

INFRA3. We have well-established information 

 technology (IT) infrastructure in healthcare     SD D               N     A          SA 
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Application ( APP): (These are programs or instructions used in data analysis).  

 

I believe: 

Strongly Disagree Disagree Neutral Agree Strongly Agree  

APP1. We have software’s that help us  

handle Big Data                SD D               N     A          SA 

APP2. The analysis application technology  

 we use is appropriate for their intended use  

 of predicting healthcare outcome.  SD D               N     A          SA 

APP3. Data software are regularly  

checked for their compliance in relation to 

 planned use of data.                                        SD D               N     A          SA 

APP4.The success or failure of a BDA software  

depends on its usability                                         SD D               N     A          SA 

APP5. We use a set of questions to retrieve data 

 from a database                                                        SD D               N     A          SA 

APP6. We use any of the following application soft wares for analysis e (select the appropriate software) 

o MapReduce,  

o Pig,  

o Hive,  
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o Jaql,  

o Zoo keeper,  

o Hbase,  

o Cassandra,  

o Oozie,  

o Avro,  

o Mahout,  

o R, 

o HMIS 

o HDFS 

o None of the above 

MIS variables:  These are characteristics or functions of the MIS (BDA) in question that 

this study used in the healthcare for outcome prediction. MIS variables are explained in 

detail in Section 3.7. Management, implementation, and structure operationalise MIS 

variables and development constructs. In this study, the MIS is the BDA. The constructs 

must be in a position to fit within the contingency constructs of the organisation (Weills & 

Olson, 1989) in order for BDA to be considered important to that particular organisation. 

In this study, the organisation is public healthcare. 

BDA Management (BDAMGT) : Management of BDA is influenced by how departments 

collaborate (Herland, 2014; Christaki, 2015; Ng, 2015; Hilbert, 2016; Ugandan Health 

Strategy 2016-2020; Torrecilla Romo, 2018). Data is consolidated and processed for 

decision-making (Sivarajah et al.,2017), then shared information is extracted from 

analysing the data (Christaki, 2015); its relevance is easily got from data for healthcare 

outcome prediction (Sivarajah et al.,2017). 
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The following statements were presented to the participants.   

I believe: 

Strongly Disagree Disagree Neutral Agree Strongly Agree  

BDAMGT1. We do collaborate with different  

departments in order to get data for analysis   SD D               N     A          SA 

BDAMGT2. We Consolidate segmented data used 

 for decision making                                      SD D               N     A          SA 

BDAMGT3. We do share information  

extracted from analysing the data                         SD D               N     A          SA 

BDAMGT4. We can easily get relevant data 

 for healthcare outcome prediction                           SD D               N     A          SA 

Implementation (BDAIMP): Sagirogive & Sinanc, (2013) argues that one may not know 

which Big Data analytics algorithm works best on their organisation. Therefore, the 

variability or changing nature of data makes it difficult to carry out analysis with BDA tools 

(Sivarajah et al., 2017). BDA has a proper data storage or warehousing for processing 

and for later use after the data has been processed (Baskerville & Pries-Heje, 2010; 

Sivarajah et al., 2017). Getting clarity of data for healthcare outcome prediction is a 

challenge (Sagirogive & Sinanc, 2013). The analyst should know which rules govern 

conclusions to be drawn from the data sets generated by BDA tools (Elragal & 

Klischewski, 2017). Implementation of big data analytics requires both technical and 
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decision-making who are management members of an organisation (Vaishnavi & 

Kuechler, 2015). 

The following statements were presented to the participants.   

 

I believe: 

Strongly Disagree Disagree Neutral Agree Strongly Agree  

BDAIMP1. I know which Big Data analytics  

algorithm works best on healthcare data for  

healthcare outcome prediction                           SD D               N     A          SA 

BDAIMP2. Changing nature of data makes it  

difficult to carry out   analysis with BDA tools    SD D               N     A          SA 

BDAIMP3. BDA helps us to ensure proper storage 

 of data for processing and for later use after  

being processed                                            SD  D               N     A          SA 

BDAIMP4. Implementation of Big Data  

analytics requires both technical and 

managerial members of an organisation          SD    D               N     A          SA 

BDA Structure (BDASTRU) : These are components involved in Big Data analytics. They 

may include software, database, procedures, hardware, input and output, and operating 

personnel. This is determined by the characteristics of BDA, which include velocity, 
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variety, and volume (Mazsei, & Noble, 2019). The rate at which health data flows in the 

database makes it hard to use BDA tools (Sivarajah et al., 2017). Different forms of health 

data make it difficult to use BDA tools (Alexandru & Coardos, 2015). The amount of data 

needed to use BDA is hard to get (Sivarajah et al., 2017). 

The following statements were presented to the participants.  

 

 I believe: 

                                                            Strongly Disagree Disagree Neutral Agree Strongly Agree  

BDASTRU1. The rate at which health data flows in  

the database makes it hard to use BDA tools        SD       D               N     A          SA 

BDASTRU2. Different forms of health data make it  

difficult to use BDA tools                                           SD       D               N     A          SA 

BDASTRU3. The speed at which data is generated   

can allow us to use BDA technologies                    SD       D               N     A          SA 

BDASTRU4. A mount of data needed to use BDA is 

hard to get                                                                  SD       D               N     A          SA 

 

Development (BDADEV) : BDADEV measures how BDA was designed as an MIS under 

study to asses if it can satisfy public healthcare operational needs.  

The following statements were presented to the participants.   
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I believe: 

                  Strongly Disagree Disagree Neutral Agree Strongly Agree  

BDADEV1. BDA Is compatible with all aspects of  

        data management life cycle (stages of data 

        from collection to analysis) in this healthcare        SD  D               N     A          SA 

BDADEV2. Our computers have sufficient  

                   central processing (CPU) power that can  

                    accommodate BDA softwares                  SD              D                N     A          SA 

BDADEV3. BDA management activities are related to 

          Health management information 

           system (HMIS)                                                SD                D               N     A          SA 

4.9 Validity and reliability   

Validity and reliability are issues on which research is judged, and reliability measures 

consistency of methods used in the study focusing on choosing the suitable scale for 

measuring and influencing the data that is to be collected (Pallant, 2005), hence validity 

ensures the questionnaire is reliable (Gomm, 2008). SPSS, also, is used to measure 

validity and reliability quantitatively. Validity measures the concepts that are supposed to 

be tested (Babbie, 2005).  The validity of this study applied face, construct, content, and 
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criterion validity, which made sure questions actually measured the MIS contingency 

concepts, and in what way they inform prediction of healthcare outcome.  

Face validity focuses on the relevance and the way questionnaires are organised. This 

ensures reasonability and clarity of questions (Babbie, 2013). Further, it is the quality of 

an indicator that makes a questionnaire appear to be sensible in its measurement of a 

given concept. For instance, the use of hospital data could be a sign that the data created 

is of quality. Subsequently, this study ensured logical flow of the questionnaires. 

 Construct validity shows a consistent association between variables measured based on 

the expectations of the theory used by relating to the variables in it (Babbie, 2013). This 

study used MIS contingency theory to ascertain logical relationship amongst the 

variables. Construct validity helped me to identify measures that can be operational and 

can be tested to achieve specific concepts related to the objectives of the study.  

Content validity depends on the series of meanings within a variable dealing with all 

related features of what it is proposed to measure (Babbie, 2013).  It further involves 

internal validity tests that seek the formation of a connecting relationship between 

variables (Yin, 2014).  This study used prior investigators’ tools. However, they were 

adjusted to fit the study’s requirements. 

Criterion validity measures external criterion (Yin, 2014) which deals with knowing 

whether findings are generalised outside the real study and forms questions to assist or 

deter the need to search for generalization. Previous questionnaires were used to achieve 

this validity type.   
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4.10 Reliability  

Reliability measures the consistency of the questionnaire that is used as a tool in the 

study. It is expected that should the tool be administered in a different setting it should 

produce the same results (Yin, 2009). The reliability of the survey tool was tested using 

SPSS software (Field, 2009) where data collected was coded and entered into the 

software for pre-processing.  Table 3 below shows the coded constructs. 

Table 3: Coding of Constructs  

 

Constructs  Coding of Constructs  Construct attributes  

Strategy STRA STRA1- STRA4 

Structure STRU STRU1- STRU5 

Environment 

Organisational culture ORGCUL ORGCUL1- ORGCUL4 

Data Security DSEC DSEC1- DSEC3 

Individual   

Individual roles INDR INDR1- INDR4 

Individual capabilities INDCAP INDCAP1- INDCAP4 

Individual characteristics INDCHA INDCHA1- INDCHA3 

Task 

Data collection DCOL DCLO1- DCLO5 
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Data pre-processing DPRE DPRE1- DPRE4 

Data Analysis DANAL DANAL1- DANAL6 

Data visualization DVIS DVIS1- DVIS7 

Technology 

Infrastructure INFRA INFRA1- INFRA3 

Application APP APP1- APP6 

MIS Variables 

BDA Management BDAMGT BDAMGT1- BDAMGT4 

BDA Implementation BDAIMP BDAIMP1- BDAIMP4 

BDA Structure BDASTRU BDASTRU1- BDASTRU4 

BDA Development BDADEV BDADEV1- BDADEV3 

Organisation performance 

Prediction of public healthcare 

outcome 

PHCO PHCO1- PHCO6 

 

4.11 Pilot survey  

The concepts that stemmed from qualitative data from the qualitative section in the 

questionnaire were used to determine how relevant identified variables influence 

prediction of public healthcare outcome. A 5-point Likert scale was used. The preliminary 

questionnaire was used to ascertain its relevancy or correctness, length, and complexity 

before being sent out to a large audience of participants. The pilot study was conducted 
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using 30 participants randomly selected from one regional hospital and three health 

centres.  

4.11.1 Results of the pilot survey  

Thirty questionnaires were distributed; 27 replies were received that gave a response rate 

of 90%. However, only 21 were used for analysis. Six (22%) were not usable due to many 

unfilled questions. I evaluated the collected data based on the 5-point Likert scale and 

the alternative questions that required more than one choice where a high score on any 

construct showed a data or non-data management factor in support of the usage of BDA 

for healthcare outcome prediction. On the other hand, on the multiple-choice indicators 

the construct with a higher bar graph showed support for the use of BDA for healthcare 

outcome prediction, while a low score or small bar graph showed that some intervention 

needed to be done on such data or non-data management factors. For instance, no 

policies on the use of BDA in healthcare systems activates the management to 

incorporate BDA policies in healthcare systems to assist healthcare outcome predictions.  

A descriptive analysis of 21 participants was done where 4 (19%) were ages between 21-

25, 9 (42.9%) were 26-30, 4 (19%) 31-35, and 4 (19%) were 40 and above. Job positions 

that participated were biostatisticians, records clerks, ICT officers and DHOs - 5 (23.8), 

10 (47.6), 3 (14.3),3 (14.3), respectively. The highest level of education was diploma and 

degree, and they were 1 (4.8%) and 20 (95.2%), respectively. Work experience response 

showed years between 3-5, 6-8, 9-11 and 15 and above, with   7 (33.3%), 8(38.1), 3(14.3), 

and 3(14.3), respectively.  
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At data management level (DML) there were decision-making and operational level, 17 

(73.9%) and 4 (17.4%) respectively; Big Data Analytics Applicability (BDAappl) was none, 

very low, low, medium, high, and very high and the results showed the highest as low 9 

(39.1), none 3 (13.0), medium 3 (13.0), high 3(13.0), and very high 3 (13.0). In regard to 

awareness about Big Data Analytics (BDAA) ‘yes’ or ‘no’ responses where 19 (82.6%) 

and 2 (8.6%), respectively. The scale for experience in using computers for data analysis 

(EUCDA) was 1 and below, 2, 4, 5 , 6 and above; years responses were  2 years, 12 

(52.2%), 4 years, 7 (30.4%), 6, and above 2 (8.7%). 

The study variables were evaluated using a mean score and standard deviation in the 

brackets (). The breakdown of the results shows Strategy (STRA) 2.8 (.90), Structure 

(STRU) 3.1 (.53), Environment (organisation culture (ORGCUL) 3.2 (.69), Data security 

(DSEC) 3.6 (.73), Individual (individual role (INDR) 4.1 (.51), Individual capability 3.4 

(.83), Individual character (INDCHA) 4.4 (.19), Task (Data collection (DCLO) 2.8 (.43), 

Data pre-processing (DPRE) 3.6 (.47), Data analysis (DANAL) 3.4(.52), Data  

visualization (DVIS) 4.2 (.59), Technology infrastructure (INFRA) 2.4 (.1.12), Application 

(APP) 3.3 (.41), Big data analytics management (BDAMGT) 3.8 (.25), Big data analytics 

implementation (BDAIMP) 3.5 (.18), Big data analytics structure (BDASTRU) 3.3 (.67), 

Big data analytics development (BDADEV) 3.8 (.52), and Prediction of public healthcare 

outcome (PHCO) 3.9 (.30).  

The main concerns from the pilot study were to change the participant’s job positions 

such as epidemiologist, infection control specialists, laboratory specialists, and social 

mobilization experts that do not exist on the human resources list at the district level. So, 

they were replaced by the job titles like surveillance focal person, district health nursing 
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officer, health inspector, and health educator. The pilot participants also suggested that 

some questions needed to be paraphrased such that they were more brief. I was notified 

that some questions were not usable, and they were to be left out. All the feedback 

suggestions were addressed. 

From the results presented above, it is clear that big data analytics awareness and 

usability is low; and the variables show the need to use the BDA if the factors affecting its 

use are addressed. On that note, the response from the pilot study assisted me to improve 

the survey tool for the final data collection exercise. The questionnaire was tested on 

healthcare employees in mid-western Uganda government health centres and 1 regional 

referral hospital. The results are presented in Chapter 5 and discussed in Chapter 6. 

4.12 Actual research data collection  

After the pilot study was done, the questionnaire was refined. Then an online 

questionnaire form was designed. I contacted district human resources and was directed 

to contact the district biostatisticians who connected me to target respondents on data 

management and healthcare issues. The telephone contacts and emails were availed to 

me and some questionnaires were hand delivered and others were sent via email to 

respective respondents. Others were given both hard copy and an online form of the 

survey tool. The online version of the questionnaire was accompanied by instructions on 

how to access, fill, and submit the questionnaire. I served the  hard copy questionnaires 

i waited for the responses. Those who could not fill in immediately were given 7 days with 

an addressed envelope to prevent losing or mis-allocating the questionnaire; these were 

then collected (Babbie, 2005). Appointments were made with the respondents who 
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sought for clarity on the questionnaire questions. For every questionnaire distributed, a 

TUT ethical clearance letter was attached. 

4.12.1 Response rate and results  

A total of 609 questionnaires were distributed out of which 320 were returned. Out of the 

320, 221 were usable for analysis.  
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Table 4: Questionnaire response rate summary  

 Questionnaires  Per cent age 

Questionnaires distributed 609 100% 

Questionnaires returned 320 52% 

Unusable questionnaires 92 15% 

Usable questionnaires for analysis 221 36% 

 

4.12.2 Monitoring of questionnaire s returned 

For proper monitoring of questionnaire returns, a researcher should record the varying 

rates of questionnaire returns from respondents (Babbie, 2005). In this study, a telephone 

call was made to make follow up on both online and hard copy questionnaire participants. 

On following-up, it was realised that some participants had forgotten, other filled on line 

but on submission they lost their responses, which demoralised them. This challenge was 

handled by re-distributing the questionnaire. 

4.13 Unit of a nalysis  

This is an entity where data is collected and subjected to analysis, and in this study, the 

unit of analysis was individual employees of government health hospitals, such as data 

management officers of district health systems, M&E officers, data clerks, and some 

medical professionals (Young & McConkery, 2012). I also selected the unit of analysis 

based on Christaki’s (2015) assertion that in order to have timely prediction and response 
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to disease threats, it is vital to have a culture of collaboration between organisations 

involved in disease surveillance. 

4.14 Analysis of data  

This is the process of extracting relevant information with meaning from data by using the 

arithmetic methods of data analysis (Pallant, 2005). Researchers use a number of 

statistical and artificial intelligence (AI) analysis depending on the studies’ requirements 

(Russom, 2011; Torrecilla & Romo, 2018). Analysis methods may include thematic and 

content for qualitative and quantitative approaches has many of them. I used thematic 

and content analysis for qualitative results, and regression and factor analysis for data 

pre-processing for quantitative data. At pre-processing level, I collected data, coded it, 

and entered it into SPSS for initial analysis. Then, the pre-processed datasets were 

ingested into R and R studio (Torrecilla & Romo, 2018). The analysis process was guided 

by an applied conceptual architecture of Big Data Analytics (BDA). The next section 

discusses an applied conceptual architecture of BDA which includes big data sources, 

big data transformation, middleware extract, transform and load (ETL), data warehouse, 

traditional formats CSV and tables, big data platforms and tools,  and big data analytic 

applications. 

Big data sources -  involves BD acquisition as a first step in BDA process (Elragal & 

Klischewski, 2017).  

Big Data transformation  - this involves pre-processing of data (Raghupathi & 

Raghupathi, 2014; Elragal & Klischewski, 2017) where data sets are created and used 

for making item sets of the model to be developed (Ahmed & Bhattacharya, 2017). It is at 
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this level where the organisation unlocks the value and insight from BD through 

transforming information, facts, relationships, and indicators (Elankavi et al., 2017). 

Middleware  is a service oriented architectural that combines with web services, where 

services can be called, retrieved, and process raw data (Raghupathi & Raghupathi, 

2014). Examples of web services include Amazon Web Services (AWS), Hortonworks, 

and cloudera (Manisha et al., 2016). This study did not use any of the web services as 

intended. The AI tools were not used to identify BDA that could be used in the public 

healthcare field. Instead, only statistical algorithms were used. 

Extract, transform , and load (ETL)  - This involves data from numerous sources which 

is cleaned, combined, and made easy for processing (Chen et al., 2012; Raghupathi & 

Raghupathi, 2014; Samosir et al., 2017). The data cleaning process involves removing 

missing rows and columns to reduce data noise or skewed results in model development 

(Samosir et al., 2017; Torrecilla & Romo, 2018). Data cleaning also involves filtering for 

required information by employing batch analysis where proper trouble shooting is done 

to identify errors, missing values, and unusable formats (Sagirogive & Sinanc, 2013). This 

creates the veracity of data appropriate for analysis (Alexandru & Coardos, 2015). ETL is 

used for cleaning and combining information to be ingested into a selected platform 

(Sekhar & Sekhar, 2017). ETL uses inferential analytics with regression analysis 

techniques used to pre-process source data in order to identify information for analysis 

(Müller et al., 2016; Manisha et al., 2016). This study used social package for social 

scientists (SPSS) and R to pre-process data for model development. 

Data warehouse  - Data warehousing is where data from different sources is combined, 

stored and made ready for processing whenever called upon. Data warehousing uses 
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traditional data sets for analysis (Alexandru & Coardos, 2015). An example of data 

warehousing in healthcare is the HMIS. This study used data for analysis from variables 

or challenges faced by public healthcare employees from government managed hospitals 

in Uganda.  

Traditional formats CSV and tables  - Different data formats can be input into BDA 

platforms. Volume is recorded in form of records, tables, and files format; velocity is 

represented in form of streams, batch, historic and real time; variety can be in structured, 

semi-structured, and unstructured format with the variety as text, numbers, multimedia, 

extended markup languages (XML); and veracity can be good, bad, undefined, 

inconsistent, and incomplete (Alexandru & Coardos, 2015). The format that was used for 

files prepared in this study was in .csv (comma-separated values) format files, batch for 

velocity, structured for variety and good for veracity (Priyanka et al., 2017). After data was 

pre-processed and transformed into the desired format or structure, a choice was made 

on which BDA platform to use for further processing and analysis. 

Big Data platforms and tools  - This calls for decision-making on which platform to use 

depending on data input approach used, and tools and analytic models selected 

(Raghupathi & Raghupathi, 2014). Due to high volume, velocity, and variety of BD, a 

chosen platform requires an organisation to have a proper infrastructure (Mazsei & Noble, 

2019). However, a range of techniques and technologies has been developed by 

statisticians, computer scientists and mathematicians to adapt them in order to aggregate, 

manipulate, analyse, and visualise BD results in healthcare (Russom, 2011; Raghupathi 

& Raghupathi, 2014). Authors such as Raghupathi & Raghupathi (2014) assert that   

Apache Hadoop is the most important platform for BDA.  
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Apache Hadoop is an open-source big data framework with a high availability distributed 

object-oriented platform (Chawda & Thakur, 2016). Hadoop belongs to not only structured 

query language (NoSQL), but Hadoop processes big volumes of data, with different 

structures or no structure (variety). However, Hadoop has challenges on its installation, 

configuration, and administering as people with skills to use Hadoop are limited 

(Raghupathi & Raghupathi, 2014; Manisha et al., 2016). It lacks technical support and 

has minimal security (Raghupathi & Raghupathi, 2014). Apache Hadoop operates with 

an ecosystem of tools from which the analysts can choose to suite their analysis needs 

(Gupta & Tripathi, 2016). The tools in Hadoop ecosystem include HDFS, MapReduce, 

Pig, Hive, Jaql, Zoo keeper, Hbase, Cassandra, Oozie, Avro, Mahout, R, Scoop, and 

many others (Raghupathi & Raghupathi, 2014; Sekhar & Sekhar, 2017). Tools used in 

the Hadoop ecosystem include Hadoop distributed file system (HDFS), MapReduce, Pig, 

Hive, Jaql, Zoo keeper, Hbase, Cassandra, Oozie, Avro, Mahout, Spark, Scoop, Lucene, 

and R. 

Hadoop distributed file system (HDFS)  - this enables storage of Hadoop clusters, 

where data is divided into reduced parts then is spread through different servers (Tekiner 

& Keane, 2013; Samosir et al., 2017).  

MapReduce  - this provides an interface for distributing tasks and gathering output 

(Samosir et al., 2017).  

Pig  - is a platform used to execute MapReduce program on Hadoop (Ahmed & 

Bhattacharya, 2017).  
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Hive - runs on top of Hadoop and it uses sql inquiry format called HiveSQL (HSQL) 

(Sekhar & Sekhar, 2017). Hive is a data ware system used by Hadoop, supporting data 

definition language (DDL), data manipulation language (DML), and user well-defined 

functions (Ahmed & Bhattacharya, 2017). 

Jaql  - this facilitates parallel processing by converting high level into low level questions 

within a MapReduce task (Manisha et al.,2016).  

Zoo keeper  - is used for data management (Jaseena & David, 2014). 

Hbase - this uses a non-SQL method which applies column-oriented database 

management system (Manisha et al., 2016). It is also a storage area for Hadoop (Tekiner 

& Keane, 2013).  

Cassandra -  was designed to handle BD spread across a number of servers (Manisha 

et al.,2016).  

Oozie  - manages the workflow of Hadoop MapReduce jobs (Jaseena & David, 2014). 

 Avro  - is used for data access on Hadoop environment (Jaseena & David, 2014). 

 Mahout  - was intended to generate free applications of machine learning algorithm that 

could support BDA on Hadoop platform (Fan & Bifet, 2013; Jaseena & David, 2014; 

Manisha et al., 2016).  

Spark  - this is a processing engine developed by UC Berkeley in 2009 having in mind the 

speed, ease of use and analytics (Chawda & Thakur, 2016).  
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Scoop -  this works as an interface between Hadoop and other databases (Sekhar & 

Sekhar, 2017). It is used to transfer datasets into Hadoop (Ahmed & Bhattacharya, 2017).  

Other platforms used for BDA include Lucene , which is used for text analysis and well 

incorporated within open-source projects. R is a programming language that acts as an 

environment for statistical computing and alters the way people analyse, visualise, and 

manipulate data (Torgo, 2011; Fan & Bifet, 2013). R uses graphical techniques for 

interactive visualization (Ola & Sedig, 2014; Icay et al., 2018). This study used R 

programming language for both processing and visualization (Mani & Fei, 2017). R studio 

was used as a platform for this study and the next section discusses BDA applications 

such as queries, reports, and online analytical processing (OLAP) like data mining. 

Queries  are sets of questions or queries to a set of data using structured query language 

(SQL) to retrieve data from a database (Sharda et al., 2013). SQL is a programming 

language aimed at managing data stored in relational databases that contains records or 

rows of information. However, in BDA era not only SQL (NoSQL) databases are introduced 

(Russom, 2014; Sekhar & Sekhar, 2017). NoSQL accommodates the variety features of 

big data, where the majority of data types to be analysed is not in relational or can be 

converted into tabular structures (Russom, 2014). This study used R which also has the 

command line to extract the required data from a given data set.  

Reports  - these are results displayed from BDA and represented in form of tables or 

graphs (Ola & Sedig, 2014). R uses graphical technique to avail its results to the users 

for interpretation (Icay et al., 2018).  
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Online analytical processing (OLAP)  - is used as a data mining technique that extracts 

patterns and information from big amounts of data. Data mining uses a principle of 

knowledge discovery (KDD) using BDA computational tools to extract knowledge from 

data sets (Sagiroglu & Sinanc, 2013). Mining is not extraction of data itself. Data itself has 

no meaning. Data mining automatically analyses huge quantities of data to extract 

unidentified, interesting patterns like groups of records identified through cluster analysis; 

unusual records for anomaly (inconsistency) detection; dependencies for association 

rules; and sequential pattern mining (Akay & Erlandsson, 2015). Patterns in datasets help 

to identify correlations that can be seen as a summary of input data that may be used for 

predictive analytics (Müller et al., 2016). Obtaining accurate predictive results depends 

on the data-mining step where multiple groups of data are identified by decision support 

systems (DSS). 

DSS is an information system (IS) that supports organisation decision-making activities 

by serving the management, operation, and planning levels in an organisation. This 

makes people make decisions about problems that may be rapidly changing and requiring 

semi and unstructured decision problems. The problem of late disease outbreak outcome 

prediction and healthcare outcome management is an unstructured problem. The 

unstructured nature of the problem is handled by non-data management personnel in 

public healthcare. Therefore, DSS can be fully computerised, either human powered or a 

combination of both. This study focuses on both, where through computerization data-

based decisions are made using human empowered intuitive power of the data user to 

interpret extracted data insight for decision-making (Sagirogive & Sinanc, 2013). Most 
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importantly, a plan should be made before analysing data. The analyst should know which 

rules govern conclusions to be drawn from the data sets (Elragal & Klischewski, 2017). 

DSS academically are seen as a tool to support the decision-making process; on the 

other hand, DSS users look at DSS as a tool to facilitate organisational processes. This 

study views DSS as a tool that can facilitate public healthcare decisions on early disease 

outbreak outcome prediction for effective healthcare management. Early disease 

outbreak outcome prediction is a business process challenge that hinders appropriate 

management of healthcare outcomes. So, the analyst needs to know what analytical 

problem to handle in order to meet the business process problem in an organisation. 

Figure 10 shows an applied conceptual architecture of Big Data Analytics 

 

 

Figure 10: Big Data analytics architecture adopted from Raghupathi & Raghupathi (2014)  
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4.14.1 Rationale of choosing an applied conceptual architecture of Big Data Analytics 

(BDA) framework  

The present researcher observed that most of the health frameworks identified by Shafqat 

et al. (2018) have the component of Hadoop and some selected Hadoop ecosystem 

members like MapReduce, MangoDB, Mahout, HDFS, Spark, and many others chosen 

depending on the users’ needs. The user needs of this study were to identify factors that 

would influence outcome prediction for the management of disease outbreak in public 

healthcare. Based on the conceptual architecture of the Big Data Analytics (BDA) 

framework (Raghupathi & Raghupathi, 2014), this study designed an analysis research 

framework to guide me in the information flow and computation during the analysis 

process. The next section discusses the analysis research framework. 

The analysis research framework focuses on how big data is gathered from different 

sources and stored, processed, and analysed (Raghupathi & Raghupathi, 2014). The 

research framework has three phases: model development, evaluation, and predictive 

analysis (Pavlopoulou et al., 2017; Alaka, 2017). The framework workflow is as follows: 

to ingest data from different sources, data to be pre-processed, to use existing algorithms 

to develop the model, to be in a position to evaluate the model, and lastly to test the model 

for its viability through predictive analysis (Raghupathi & Raghupathi, 2014; Ola & Sedig, 

2014; Pavlopoulou et al., 2017). Figure 11 below presents an analysis research 

framework.  
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laboratories, and health insurance organisations (Raghupathi & Raghupathi, 2014; 

Abdelhakim et al., 2017; Gonzalez-Alonso et al., 2017). This data comes in multiple 

formats such as .csv (comma separated values) (Priyanka et al., 2017), flat files, relational 

tables, and text also from different geographical locations such as healthcare provider’s 

sites with various applications like databases (HMIS) and transaction processing 

applications (Raghupathi & Raghupathi, 2014). Table 5 below shows big data sources and 

types.  

Table 5: Data sources and types  

Types Big Data sources  

Web and social media data Clickstreams and interaction data from whatsapp, facebook, 

linkedin, twitter and blogs, smartphone apps and health plan 

websites (Raghupathi & Raghupathi, 2014) 

Machine to machine data (internet of things (IOT) Reading from sensors (Benjamin, 2014). 

Big transaction data Healthcare claims and billing records available in semi and 

unstructured formats Raghupathi & Raghupathi, 2014)   

Biometric data Finger prints, genetics, handwriting, retinal scans, xray, etc 

(Raghupathi & Raghupathi, 2014) 

Human generated data Doctors’ notes, HMIS, emails and paper documents (Raghupathi 

& Raghupathi, 2014) 

 

Besides BD sources, data comes in high volumes, variety, and velocity which needs to 

be questioned for its veracity, variability, and viability and figure out a way how data can 

be visualised in order to create value out of it (Mazsei, & Noble, 2019). The value of BD 
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is restricted by the organisations’ ability to efficiently manage its volume, velocity, and 

variety and the capability to derive useful information from BD (Elankavi et al., 2017). The 

table below shows BD characteristics. 

Table 6: BD characteristics and their  description  

BD characteristics Description 

Volume A mount of data collected 

Velocity The rate at which data arrives, stored, retrieved for 

processing 

Variety Different structure and forms of data 

Veracity Trustworthiness or quality of data 

Variability Changing nature of data 

Viability Relevance of data 

Visualization Clarity of data 

Value Data translated into decision making, knowledge 

creation and or information gain on disease outbreak 

prediction and public healthcare outcome management 

 

Table 6: BD characteristics and their description with modification adopted from Maz sei & Noble (2019)  

Wu et al. (2014) views big data using a metaphor of an elephant where different blind 

men collect different information about the elephant and possibly end up with different 

conclusions; more so the elephant is fast growing (high volume). Therefore, it 

necessitates an expert to gather the information from different blind men to have a clear 



165 
 

image of what an elephant is like in real time. However, experts should come from 

different disciplines to design a concept statement that guides other steps of BDA 

management (Raghupathi & Raghupathi, 2014). Experts come from data actors who are 

creators of data (Pappas et al., 2018), business processes are what is put into practice 

supporting the usability of data and analytical tools guiding the creation and distribution 

of reports from analysis (Espinosa & Armour, 2016). As a result, the statement directs the 

experts on selecting what kind of data sets are available to a researcher (Elragal & 

Klischewski, 2017). For this study, the concept statement is how do we use BDA for early 

disease outbreak outcome prediction for improved healthcare management?  

At this level of data source, identification of the BDA team focuses at what data sets can 

be used for early disease outbreak prediction for health outcome management. The BDA 

management team should have in mind that BD itself is not important, but being in position 

to use its information is what matters (Alexandru & Coardos, 2015; Torrecilla & Romo, 

2018). Developing a better and clear understanding from BD necessitates the use of BDA 

(Janchenko et al., 2016). However, BDA is not a solution to disease outbreak outcome 

prediction but could be a means used to reach a solution by using data as a basis of 

decisions supported by real time information (Minalogawa et al., 2019). 

For this study, data sources were from the Ministry of Health (MOH) employees’ 

perceptions on BDA use for early disease outbreak outcome prediction (Corley et al., 

2014; Christaki, 2015; Han & Drake, 2016). MOH was considered as the social factor for 

its contribution in the BDA-PM development as an artefact for this study (Loez & Petter, 

2018). So, the collected data was transformed from its raw state to a usable structure.  
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After data is transformed into desired data items or structure, it is then injected into 

selected BDA platform and tools. 

4.15.3 BDA platform and tools  

This study selected to use R programming language (Raghupathi & Raghupathi, 2014; 

Sekhar & Sekhar, 2017). This study used R studio with R programming tool to answer the 

research question. R produces results that may not be understood by end users like 

managers or decision makers in healthcare. Therefore, these results need to be 

represented using BDA applications to enable end users to interpret them for their 

meaningful use.  

4.15.4 BDA application  

Out of the available BDA application, this study selected to use data mining. Data mining 

uses algorithms to mine patterns discovered from data. Algorithms are advanced BDA 

activities (Russom, 2011), which are the computational tools used (Ola & Sedig, 2014; 

Mani & Fei, 2017). Old database management tools are no longer appropriate to process 

such data, Youssef (2014) argues. On that note, new efficient algorithms are needed to 

handle BDA tasks.  

On the down side, these algorithms are complex (Russom, 2011; Chang et al., 2017) and 

one may not know which algorithm fits one’s environment (Sagirogive & Sinanc, 2013). 

Moreso, when using algorithms on training data, one might not know which algorithm 

would work best (Pavlopoulou et al., 2017). So, an effort has to be made to select an 

appropriate algorithm that suites the environment of the user (Choi & Varian, 2012). This 
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study had to collect data and non-data management challenges to assist in the choice of 

an algorithm or model that suits the public healthcare environment. However, Brownlee 

(2016), and Torrecilla and Romo (2018) assert that It is of no benefit to use expensive 

and good models or algorithms on a wrong problem. Therefore, before discussing about 

different algorithms it is good to look at some of the problems solved by machine learning 

algorithms as described below.   

4.16. Problems solved by machine learning models or algorithms  

In this study, models and algorithm terms are used interchangeably. Algorithms are 

designed to solve different analysis problems (Brownlee, 2016). These problems include 

regression, clustering, association, recommendation, time series, and classification 

(Shah et al., 2017). These problems are categorised into supervised, semi-supervised, 

and unsupervised algorithm or machine learning depending on which problem the 

algorithms were designed to handle.  

Supervised machine learning is where one has an input and output variable that uses an 

algorithm to learn the mapping from the input to the output with a goal to estimate the 

mapping function so that when new input data is inserted into an algorithm, it can predict 

the output variable (Brownlee, 2016).  

Unsupervised machine learning has only input data and no corresponding output variable. 

Data is unlabelled and the algorithms learn to inherit structures from the input data. The 

goal of this type of algorithm is modelling the distribution in data such that more insight is 

obtained from the data. Lastly, semi-supervised machine learning handles problems with 

large amounts of input data where some of the data is labelled. This has characteristics 
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of both supervised and unsupervised machine learning. According to Brownlee (2016), 

the above problems and their groupings are described below: 

Regression:  This is where the resulting variable is a real value, for instance ‘Rand’ or 

‘Weight’. This is a supervised machine-learning problem (Shah et al., 2017). Regression 

also models the relationship between response variables (Faverjon & Berezowski, 2018) 

Clustering:  In this problem one wants to discover the inherent groups in the data. For 

example, groups of customers by purchasing behaviour; in the healthcare setting, it could 

be grouping diseases by their signs and symptoms. This handles unsupervised machine 

learning problems (Shah et al., 2017). 

Association:  This presents a link of rule and learning problem where one discovers rules 

that describe big portions of data, like people who buy sweets also tend to buy chocolates. 

Another example in health perspective is people who suffer from flue also tend to be 

suffering from cough. This is also an unsupervised machine learning problem (Shah et 

al., 2017). 

Recommendation:  This handles a decision-making problem. A strategy is designed for 

users exposed to a complex information environment (Isinkaye et al., 2015). This problem 

is handled by creating user preferences by analysing their past behaviour in order for the 

system to suggest information that meets the user’s demands (Zhang, 2013). This is a 

supervised machine learning problem.  

Time series:  This handles forecasting problems where one uses past behaviour of a 

variable being forecasted as a primary dimension, for example sales. It seeks to find 

patterns that repeat overtime; and this is a supervised machine learning problem. 
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Classification:  This is where the output variable is a category. The category can be 

‘Green’ or ‘Blue’ or ‘Disease’ or ‘No disease’ and this is a supervised machine learning 

problem (Shah et al., 2017; Shafqat et al., 2018). This study used the classification 

problem. Classification is to identify, differentiate, and categorise (Raina & Shafi, 2015; 

Shah et al., 2017). This study identified differentiated and categorised data and non-data 

management factors or challenges with an expected output of factors that support 

outcome prediction for early disease outbreak, or do not support. This study used 

classification algorithms to identify or develop a model or algorithms to select the suitable 

one that could be used in a healthcare environment using the identified data and non-

data management.  

4.17 Classification models used to develop Big Data A nalytics Predictive Models 

or algorithm  

Following the DSR research process discussed in Section 4.6.1, the Awareness of a 

problem was presented articulating the use of MIS Contingency Theory constructs in 

Section 7.3. The second phase of the process is the Suggestion presented in Chapter 

One Section 1.4 and Section 1.5, where objectives and research questions were 

designed and presented in a formal way as a research proposal and further discussed in 

Section 4.8 for the conceptualisation of constructs. In this section, a model development 

process stage in DSR is presented in Section 16.4.  

This study based on various scholars in health BDA studies like Lopez et al. (2014); 

Kosinski et al. (2016); Trunser et al. (2017); Garcia et al. (2018) and other studies such 

as in predicting risky credits (Gahlautt et al., 2017) used the classification models. This 
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study adopted classification models to use in developing the BDA-PM (Alaka, 2017; 

Shafqat et al., 2018). The classification models are briefly described below. 

4.18 Big Data Analytics Predictive Model (BDA -PM) 

The BDA-PM qualified after subjecting it to WHO predictive performance model matrix 

using the test data. The performance matrix includes model sensitivity, specificity, positive 

and negative values, and accuracy (Isinkaye et al., 2015). The WHO (2004) standard 

performance matrix was used as an international standard to ensure the developed model 

of this study is of acceptable quality and relevant to practice in public healthcare (Peffer 

et al., 2008; Shresthaa et al, 2018; Loez & Petter, 2018). The next section describes Model 

development. 

Before model development, the collected data was partitioned into 70% training and 30% 

testing data (Kosinski et al., 2016). The training data (70%) was used in model 

development. The packages and libraries of the algorithm or classification models were 

installed. The ‘runif’ command was used to group all variables together for easy execution 

by classification algorithms. Available classification algorithms were used to select the 

one appropriate to solve the problem under this study (Nadoo et al, 2015). The whole 

data was executed by runif command and was inserted into R and R studio applications.  
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that could be important predictors (Nyce, 2007). The next section discusses variable 

selection. 

Variable selection is part of model development (Torgo, 2011). Researchers use a 

number of techniques for variable selection (Steven et al., 2012). The techniques 

commonly used are stepwise that uses T-test or F-test, factor analysis, regression, grey 

system theory, and correlations (Pallant, 2010). This study used regression, which is a 

statistical technique relied on by most studies that use contingency variables based on 

the general linear model (glm) (Weill & Oslon, 1987). Regression methods used for 

variable selection were backward, forward, chi- square, and stepwise (Ram et al., 2015).  

4.19 Model development using classification algorithms  

Classification algorithms discussed in Section 4.17 were used to select the one 

appropriate to solve the problem under this study (Nadoo et al., 2015). Then they 

eventually led to the development of BDA-PH-PM (Shrestha et al., 2018). Figure 14 

shows analytically the process of model development. 
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characteristics of the model. Matrices being empirical value, they assist to predict final 

assessment (evaluation) of the model quality (Corley et al., 2014; Samosir et al., 2017). 

The next section discusses the model performance matrix. 

The WHO (2004) standard performance matrix was used as an international standard to 

ensure the developed model (as this study’s product) is of acceptable quality and relevant 

to practice in public health (Peffer et al., 2008; Shresthaa et al., 2018; Loez & Petter, 

2018). The artefact is tested in the real organisational context for which it is intended 

(Shresthaa et al., 2018). The performance matrices include Sensitivity, Specificity, 

Positive and Negative values, and Accuracy. 

Sensitivity  is a model accuracy measurement that shows the proportion of variables, in 

support of early disease outbreak outcome prediction correctly predicted (WHO, 2004; 

Torgo, 2011; Salma & Swampy, 2016). True accuracy which is also a general 

performance of the model is supposed to be measured using independent data different 

from that used to build it (WHO, 2004; Courtney et al., 2014). In addition to the above, 

this study’s actual users would be public healthcare employees who could use their 

epistemological data, which did not make part of building the BDA-PH-PM. Using BDA-

PH-PM healthcare managers, I got reliable results on factors supporting or not supporting 

prediction of health outcomes. In that regard, this study set aside 30% of the data to test 

the built model. 

Specificity is an accuracy measurement that shows the proportion of variables that are 

not supporting early disease outbreak outcome prediction correctly (WHO, 2004; Torgo, 

2011; Salma & Swamy, 2016). 
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Positive and negative values involve true positive, false positive, and true negative and 

false negative (WHO, 2004; Chen et al., 2017). True positive (TP) is where the instance 

number is appropriately predicted as required, while false positive (FP) is where the 

instance number is wrongly predicted as required (Chen et al., 2017). On the other hand, 

true negative (TN) is when the instance number is appropriately predicted as not required, 

while false negative (FN) is when the instance number is wrongly predicted as not 

required. For the case of this study (TP) were true variables correctly predicted while (FP) 

was when negative variables were wrongly predicted as positive. Consequently, (TN) was 

when negative variables were correctly predicted, while (FN) was when positive variables 

were wrongly predicted (Shafqat et al., 2018). In relation to positive and negative values, 

Chen et al. (2017) explains the evaluation measurement values as accuracy, precision, 

recall, and F-measure. This study used accuracy. Accuracy is model accuracy measured 

as statistical and decision support (Isinkaye et al., 2015). Statistical accuracy evaluates 

by comparing predictions with actual user ratings. Statistical accuracy matrix includes 

Mean Absolute Error (MAE), Root Mean Square Error (RMSE), and correlation coefficient 

(Shah et al., 2017; Chen et al., 2017). This study used coefficients.  

All the matrices above can be calculated using confusion matrices which sum up the 

results of the model by comparing its predictions and true value for a given test (Torgo, 

2011). When evaluating a model, the analyst must have in mind its utility and viability in 

order to demonstrate its practical validity through its usability and viability (Gregor, 2006; 

Collatto et al.,2018; Baskerville et al., 2018). This study carried out predictive analytics to 

ascertain model usability and viability (Pavlopoulou et al., 2017), hence verifying Big Data 

Veracity (Shu, 2016). 
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4.21 Predictive analytics  

This study used predictive analytics to verify the effectiveness of the aim to which the 

artefact (BDA-PM-PM) was intended (Collatto et al., 2018). According to Torgo (2011) 

and Brownlee (2016), the analyst must define what to predict, the predictors, and the 

outcome. In this study, I predicted the status of factors that support or do not support 

disease outbreak outcome prediction (Shafqat et al., 2018). The predictors are data 

management and non-data management challenges or variables that were identified from 

literature and the field to be influencing or not influencing early disease outbreak outcome 

prediction. The results of predictive analytics were in discrete values (Hilbert, 2016). As 

a result, visualization analytics was used to ease the interpretation of results (Torgo, 

2011; Ola & Sedig, 2014). R programming was used for visualization (Mani & Fei, 2017). 

R packages such as ggplot were used (Torgo, 2011). 

4.22 Big Data Analytics (BDA) v isualization  

Visualization cuts across all BDA applications (Raghupathi & Raghupathi, (2014). 

Visualization assists the user to meaningfully link and interpret analysed results (Icay et 

al., 2017). In addition, visualization is used to show the outcomes from analytic algorithms 

or models (Shafqat et al., 2018). Visual Analytics (VA) can be used as a form of reporting 

(Sharda et al., 2013; Tekiner & Keane, 2013). However, the quality of reporting depends 

on the user’s perception of the results (Manisha et al., 2016). In other words, VA 

techniques integrate human intelligence and machine computation power (Shi & Tong, 

2016). Therefore, VA requires skills and techniques (Vaitsis et al., 2014) on data 
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reduction, integration, governance, and knowledge presentation (Shi & Tong, 2016; 

Simsek et al., 2019).  

VA is not a one-brain activity (Ola and Sedig, 2014). For analysis to provide value to the 

user, it requires effort from different parties or users in information management (Ola & 

Sedig, 2014; Shi & Tong, 2016). Users need to have the ability to use visuals to think, 

that is to say, the visual interface used needs to be in line with the users’ thought patterns, 

hence attempting to answer their questions (Noble & White, 2005; Kim et al.,2015; Shu, 

2016; Sekhar & Sekhar, 2017). This study used the decision-making process, also 

engaging top manager. Right from data collection to visualization, analysts should keep 

in mind how to interpret results from BDA (Elragal & Klischewski, 2017). Visualization was 

used on R programming using R packages such as ggplot (Torgo, 2011; Mani & Fei, 

2017).  
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4.23 Chapter Summary  

In this chapter the steps that were followed in the process of carrying out this study were 

presented. The steps included identifying the research paradigm, which guides the 

building and application of systems in IS, beliefs on which researchers base to create a 

claim, paradigms of relevance to IS research, research design, DSR, DSR guidelines, 

DSR IS framework, DSR process, difference between research design and DSR, 

strategy, questionnaire development, and qualitative, quantitative, and mixed methods. 

The advantages of the quantitative method were discussed. The chapter concludes by 

discussing sampling techniques, data analysis, and ethics that guided the study. 

Conceptualisation and operationalisation of constructs were also discussed. The next 

chapter discusses the analysis of the collected data by using an applied conceptual 

architecture of BDA (Raghupathi & Raghupathi, 2014). 
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CHAPTER FIVE: DATA ANALYSIS AND RESULTS FOR VARIABLES USED 

FOR MODEL DEVELOPMENT 

5. Introduction  

Chapter Four described the research paradigm, design, design science research (DSR), 

DSR guidelines, DSR framework, DSR process, research strategy, time horizon, data 

collection methods, unit of analysis, data analysis, an applied conceptual architecture of 

BDA, as well as the analysis research framework and its components.  It also describes 

the problems solved by machine learning models or algorithms, classification algorithms 

used to develop BDA-PH-PM model development steps, model development using 

classification algorithms (Figure 16.4), model evaluation and, lastly, ethical 

considerations.  

This chapter   presents the analysis of results from the collected data. It also presents the 

thematic analyses of data collected using the semi-structured questions and closed-

ended questions. Different types of analysis were carried out on the data and non-data 

management variables. Thematic analysis was done on qualitative data from the 

qualitative questionnaires, while reliability and factor analysis was used on quantitative 

data. All the analysis types above were done at the pre-processing stage of analysis. The 

results of the analysed data and non-data management variables in this chapter lead to 

the development of BDA-PH-PM. The essence of the collected data for this study was 

used to identify factors that were used in model or algorithm development, other than 

concentrating on correlations and relationships of variables (Alaka, 2017). However, 

correlations and relationships are paramount in the preparation of variables to be used in 

model development (Hilbert, 2016) and in assisting in the creation of a path model that 
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connects indicators and constructs based on theory that shows the logical relationships 

of constructs (Hair et al.,2014). This study was guided by a MIS framework that combines 

contingency theory independent constructs, IS Variables, and organisation performance 

(Weill & Olson, 1989; Gregor, 2006) to ascertain the logical relationship amongst the 

identified construct that could be affecting prediction of public healthcare outcome.  

SPSS Version 20 was used for descriptive analysis to test consistency and strength of 

the collected data. Regression analysis was also run to construct significance, model fit, 

hypothesis testing, and the multicollinearity test.  R was used for BDA-PH-PM model 

development. 

5.1 Dealing with missing data  

Dealing with missing data is a cleaning process that reduces skewed results in model 

development (Samosir et al., 2017), hence filtering of data for required information for 

analysis (Sagirogive & Sinanc, 2013). Babbie (2005) argues that missing data is a 

troublesome issue at all stages of analysis. Missing data can be as a result of difficulty in 

content analysis where participants never heard about the issue under investigation, and 

in surveys where some questions are not answered. Missing data statistically may be due 

to less information collected than planned. There are different categories that describe 

incompleteness of data for analysis, these are described below (Ullman, 2006). 

 5.1.1 Missing Completely at Random (MCAR)  and Missing at R andom (MAR)  

MCAR occurs when missing data is not related to any group of contributing variables. 

MCAR missing data is not related to either independent variable or dependent variable 



182 
 

(Ullman & Bentler, 2004). MAR happens when data is missing at random, and the missing 

data depends on independent variables not on dependent variables (Schreiber, 2008).  

5.1.2 Non-ignorable data  

This is the most serious missing data where data misses as a function of another variable 

(Schreiber, 2008). Dealing with missing data, a researcher may exclude the missing data 

in case there are few cases; however, this may result in insufficient or biased data 

samples - especially when index is used in analysis, hence reducing the likelihood of 

relating to other variables as hypothesised.  Secondly, missing data can be treated as 

one of the available answers. For instance, when the choice is GOOD or BAD and the 

participant chose only ‘GOOD’ in most of the questions and left the other alternative 

unselected, I decided that the not checked one means BAD and check the missing value 

BAD as if done by the participant. Thirdly, I checked at the selection of participants with 

related alternative choices on other items with another participant with missing value and 

then score the missing one as if it was them. Fourthly, I allocated the middle value to 

cases with missing data, for example where the values are a, b, c, d, e I could just assign 

values at random (Babbie, 2005). The second, third, and fourth options influence the 

nature of the findings. Nevertheless, R provides statistical methods of dealing with 

missing data. Statistical methods may include: pairwise, leastwise deletion, replace with 

mean, maximum likelihood, and imputation using expectation maximization algorithm 

(Schreiber, 2008).  

5.1.3 Pairwise deletion method 
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This uses pairs of variables, with missing values in different cases left out from the 

analysis process.  This method to some extent creates guess work problems by making 

a covariance matrix which is computed based on different numbers of cases which may 

be singular or out of bound (Lei & Wu, 2007). In addition, Schreiber (2008) explains that 

sample size may change depending on the variable being analysed. As a result, the 

pairwise deletion method is not recommended. 

 5.1.4 Listwise deletion method 

 

 in this method, missing value cases in any of the variables identified are lost from 

analysis. This method is also a problem in analysis unless the missing data is at random 

(MAR); it may heavily lessen cases used in analysis if a lot of data is missing (Schreiber, 

2008). 

5.1.5 Replace with mean  

 

Here, missing values are exchanged with the mean of the nearby value. The nearby 

values are a number of valued values above and below the missing value used to 

compute them. Hence, each variable in the analysis produces the same number of cases, 

making it equal to the number of cases I began with. Therefore, the mean values used to 

replace the missing values may not be a representative of answers from participants. In 

return, it diminishes trustworthiness and also shrinks the variance of variables. 

5.1.6 Maximum likelihood (ML)  

 



184 
 

Here an assumption is made based on the data where the likelihood function is based on 

the distribution formulated and maximised regarding to the model factors. Inferences are 

made from exploited parameters and their standard errors. ML estimates are normal, 

unbiased, and efficient when the sample size is big. MCAR, MAR, and expectation 

maximization (EM) are used to achieve ML and are preferred in handling missing data 

(Ullman, 2006). ML uses all available data points (Little & Rubin, 1987).  

Missing data is as a result of participants missing to respond to some items. In this study, 

missing data manifested in the section of eliciting participants’ qualitative views in Section 

C of the questionnaire. However, this didn’t affect the questionnaire responses much 

because most issues were covered in the closed-ended questions in the questionnaire. 

In this case, I excluded the missing data on the qualitative responses since other 

responses provided the responses needed (Babbie, 2005). 

5.2 Sample si ze 

Statistically, a large sample is ideal to achieve better model fitting and dependable 

estimations of variances and covariance in order to produce trustworthy estimates of 

unknown parameters. However, if variables are dependable, it is possible to estimate 

models using small samples (Ullman, 2006). This study used statistical techniques at data 

pre-processing stage. On the other hand, BDA is an advanced analysis that uses artificial 

intelligence (AI) tools for analysis. So even at advanced analysis, sample size 

determination is of great need. Still large samples, of n=1000 and above, are ideal for 

better model accuracy and performance (Figueroa et al., 2012). However, samples are 

determined depending on the objective and problem of the study (Shahriar & Mountrakis, 
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2017). Figueroa et al. (2012) argue that small samples of data sets, n=53 to 280, can also 

be used for prediction using AI tools. Lawrence and Moran (2015) used 30 data sets to 

test multiple classifier algorithms for their accuracy. Shahriar and Mountrakis (2017) 

tested six classifiers which include naïve bayes (NB), support vector machines (SVM), K-

Nearest neighbour (KNN), bootstrap aggregation assemble of decision tree (BagTE), 

artificial neural network (ANN), and deep neural network (DNN) using 26 data sets. The 

sample size of this study is N=221, used for both statistical and AI analysis. Getting 

samples from a medical setting is normally not easy and, moreover, the medical area is 

already restricted and small. 

5.3 Descriptions of participant s 

A total of 609 questionnaires were distributed, of which 318 were returned. Out of the 318 

questionnaires, 221 were usable for analysis. IBM SPSS software Version 20.0 was used 

to analyse demographics of the 221 participants. Table 7 below shows the demographics 

of the 221 participants. 

Table 7: Demographics data 

Characteristics Frequency Percentage (%) 

Age   

21-25 years 38 17.2 

26-30 years 125 56.6 

31-35 years 30 13.6 

36-40 years 12 5.4 
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41 and above years 16 7.2 

Highest level of Education    

Grade 12 or senior 6 0  

Diploma 50 22.6 

Degree 171 77.4 

Post Graduate 0  

Other s 0  

Job position    

Biostatistician 21 9.5 

HMIS officer 5 2.3 

Records clerk 110 49.8 

Information Technology officer 22 10.0 

District health officer 29 13.1 

Health inspector 5 2.3 

Health educator 5 2.3 

Surveillance focal person 14 6.3 

Local council 5 4 1.8 

Others 6 2.7 

Work experience    

3-5years 117 52.9 
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6-8 years 46 20.8 

9-11 years 8 3.6 

12-14 years 1 .5 

15 and above years 49 22.2 

 

Table: 7 above summarise participants’ perception on big data analytics use experience 

and interaction. Almost all participants had an idea about BDA. The 221 valid responses 

were as follows: 

Out of 221 respondents, the age bracket of 26-30 years was the highest, followed by 21-

25, 31-35, 41 and above, and lastly 36-40 years; with 125 (56.6%), 38 (17.2%), 30 

(13.6%), 16 (7.2%) and 12 (5.4%), respectively. Out of the 221 respondents, only diploma 

and degree participants responded - with 50 (22.6%) and 171 (77.4%), respectively. 

For job position, the majority of the respondents were data clerks, followed by district 

health officers, information technology officers, biostatisticians, surveillance focal 

persons, ‘others’ 6, HMIS officers 5, health inspectors 5, health educators 5 and, lastly, 

local council 5; 4 with 110 (49.8%), 29 (13.1%), 22 (10.0%), 21 (9.5%), 14 (6.3%), 6 

(2.7%), 5 (2.3%), 5 (2.3%), 5 (2.3%) and 4 (1.8%), respectively. 

Work experience as regards participants’ positions showed that respondents between 3-

5 years of experience were the most active in responding, followed by 15 and above 

years, 6-8 years, 9-11 years and, lastly, 12-14 years; with 117 (52.9%), 49 (22.2%), 46 

(20.8%), 8 (3.6%) 1 (0.5%), respectively.  
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Table 8: Experience in using computers for data analysis, Decision making level and Big Data 

analytics applicability  

 

Characteristics  Frequency  Percent age (%) 

Experience in using computers for data analysis  8 3.6 

1 year and below 132 59.7 

2 years 70 31.7 

4 years 9 4.1 

5 years 2 .9 

6 years and above   

Decision making levels    

Decision making level 188 85.1 

Operational level 33 14.9 

Awareness about Big Data analytics    

Yes 189 85.5 

No 32 14.5 

Big Data analytics applicability    

None 14 6.3 

Very low 16 7.2 

Low 81 36.7 

Medium 73 33.0 

High 3 1.4 
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Characteristics  Frequency  Percent age (%) 

Sources of Data    

.00 2 .9 

Web and social media data 67 30.3 

Machine to machine data 47 21.3 

Transaction data 13 5.9 

Biometric data 43 19.5 

Human generated data 49 22.2 

Methods of pre -processing data    

Summarizing the data 171 77.4 

Averaging the data 50 22.6 

Selecting part of the data 0 0 

Graphing the data 0 0 

Adding context 0 0 

Adding value 0 0 

Data analysis algorithm, or models 

used  

  

Decision tree model 25 11.3 

Support Vector Machine (SVM) 0 0 

Random forest (RF) 0 0 

Very High 34 15.4 
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Logistic regression (LR) 17 7.6 

Adaptive boosting (AB 0 0 

Multiple discriminant analysis 70 31.6 

Naïve bayes model 0 0 

Singular value Decomposition (SVD) 0 0 

Artificial Neural Networks (ANN) 0 0 

Others 99 44.7 

Computer applications used   

MapReduce 0 0 

Pig 0 0 

Hive 0 0 

Jaql 0 0 

Zoo keeper 0 0 

Hbase 0 0 

Cassandra 0 0 

Oozie 0 0 

Avro 0 0 

Mahout 0 0 

R 0 0 

HMIS 200 95.5 

HDFS 0 0 

Others2 21 9.5 
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Table 9: Qualitative responses on other factors that would indicate the use of BDA, BDA impact on 

early disease outbreak outcome prediction , and challenges foreseen in the implementation  

Characteristics Frequency Percentage (%) 

Other factors that would indicate 

the use of Big Data Analytics  

  

Training 80 36.2 

Privacy of data 38 17.2 

Information sharing 50 22.6 

Operational cost or funding 25 11.3 

Value attached to data and research 28 12.7 

BDA impact on early disease 

outbreak outcome prediction 

  

Yes 182 82.4 

No 39 17.6 

Challenges foreseen in the 

implementation  

  

.00 3 1.4 

Staff limited skills 98 44.3 

Data interpretation 92 41.6 

Government policies 28 12.7 
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5.4 Qualitative data analysis  

Qualitative data was extracted from the semi-structured section of the survey 

questionnaire. I used thematic analysis to analyse the qualitative data. When analysing 

and interpreting each respondent’s answers from open-ended semi-structured questions, 

the response was carefully read and each was separated into a number of frequencies of 

participants’ responses.  

To identify challenges affecting the implementation of BDA in public healthcare for early 

prediction of healthcare outcome, prior and new categories were used during the 

qualitative response analysis (Woolhouse, 2011). Prior were issues identified from 

literature reviewed, whereas any issue identified through reading the incidences from 

respondents were considered as new categories. The new categories were also used to 

identify major themes. The responses on the qualitative section in the questionnaire were 

combined together and word frequency was searched which assisted in the creation of 

concepts. Coding of prior and new themes from participants’ response statements are 

presented in Table 10. 

The scripts were read repeatedly in order to identify prior and newly constructed 

categories of challenges. I recognised in the research process that the level of 

experience, social class, and language could have had an effect on the qualitative 

participants’ inputs. Based on the above, the findings were used as a building process 

between me and the participants. The resulting themes and sub-themes were used to 
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support the variables used in the survey questionnaires. Table 10 shows the coding from 

prior and new themes from the participants’ statements. 

Table 10: Coding’s  of prior and new themes from the participants statements  

Theme  Prior or new Statements Category of challenges 

(Data or non-data 

management).  

Data management 

challenges 

Prior Managing data requires privacy and security of patients’ 

data ensured  

Non data management 

Prior Training of human resource on how to interpret analysed 

data 

Non data management 

Prior Data results need to be shared in order the users to benefit 

from it 

Non data management 

New We just select data to support to make requisitions on 

supplies of drugs 

Non data management 

 Prior I don’t think we use Big data analysis in healthcare data 

analysis 

Non data management 

 Prior We lack operational cost in order to use BDA Non data management 

 Prior There is less value attached to data and research Non data management 

 New Government policies don’t favour the use of BDA Non data management 

Data processing 

challenges 

Prior Integrating data that is not of the same kind is a challenge Data management 

 Prior It’s not easy to transform a variety of data types into 

information needed 

Data management 

 Prior We have limited skills on using BDA Data management 

Data challenges  Prior The volume of data is much.  Data management 
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 Prior Combining patients’ images and the numbers from HMIS is 

quite hard 

Data management 

 

NB: Data management challenges are extracted from issues concerning data itself and 

data processing, while non-data management issues are extracted from management 

challenges which are related to decision making made by top management. 

This study combined qualitative and quantitative data collection methods to ease the 

analysis process and use of computational methods with an aim of integrating 

organisational or public healthcare solutions to the problem (Tekiner & Keane, 2013).  

Computational methods involve pre-processing of data preparing for further analysis in 

model development (Ahmed & Bhattacharya, 2017). (Refer to Figure 13.4 that shows an 

applied conceptual architecture of Big Data Analytics).  Based on the above, the 

questionnaire variables created from analysing qualitative and quantitative data are 

categorised according to data and non-data management variables and the authors that 

support them. Data and non-data management variables are categorised according to 

Sivarajah et al. (2017), where data challenges are categorised into that of data itself, 

processing, and management.  

Table 11: Questionnaire variables created from analysing qualitative and quantitative data 

categorised according to data and non- data management variable  

Section  Variable codes  Variables  Data category  

  Section A   

  MIS contingency questions   
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  Strategy   

A1 STRA1 Our healthcare strategy allows the interplay between data 

and technology 

Non data 

management 

A2 STRA2 Translating data into decision making, on disease outbreak 

outcome prediction is a challenge 

Non data 

management 

A3 STRA3 Our organisation strategy integrates BDA, disease outbreak 

outcome prediction and management 

Non data 

management 

A4 STRA4 Results from data analysis are incorporated into 

organisation’s strategic planning process 

Non data 

management 

  Structure   

A5 STRU1 Big Data Analytics help us to centralise data management 

activities   

Non data 

management 

A6 STRU2 We have rules that govern how conclusions are drawn from 

the data sets 

Non data 

management 

A7 STRU3 Big Data Analytics Data flow procedures provide what to be 

done 

Data management 

A8 STRU4 We have Big Data Analytics decision ownership (authority) 

right from data collection, processing, storage, and use 

Non data 

management 

A9 STRU5 Hospital management structure allows us to learn new 

things 

Non data 

management 

  Environment   

  Organisation al culture   

A10 ORGCUL1 Healthcare roles enable the use of Big Data Analytics Non data 

management 

A11 ORGCUL2 One may not know which algorithm techniques that fit 

healthcare environment 

Non data 

management 
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A12 ORGCUL3 The hospital structures can help us predict early disease 

healthcare outcomes in our area of operation 

Non data 

management 

A13 ORGCUL4 Healthcare operates in unpredictable environment while 

figuring out how to meet healthcare outcomes predictions 

Non data 

management 

  Data Security   

A14 DSEC1 We have data security guidelines we follow while dealing 

with hospital data 

Non data 

management 

A15 DSEC2 Health management information systems (HMIS) security

  help me to ensure data security 

Non data 

management 

A16 DSEC3 We have measures that help us ensure security of data Non data 

management 

  Individual   

  Individual roles   

A17 INDR1 Responsible for data management Non data 

management 

A18 INDR2 Consulted on which data to collect and analyse Non data 

management 

A20 INDR3 Accountable for data collection, storage, and analysis Non data 

management 

A21 INDR4 Informed about data analysis results for decision making Non data 

management 

  Individual capabilities   

A22 INDCAP1 I have the skills of using BDA techniques Data management 

A23 INDCAP2 My position allows me to decide on what analysis 

technology to use 

Non data 

management 
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A24 INDCAP3 To use BDA technologies effectively, an individual must not 

have only the software’s required but also know how to use 

them 

Non data 

management 

A25 INDCAP4 Most people in our facility have the skill to use Big Data 

Analytics 

Data management 

  Individual characteristics   

A26 INDCHA1 I am always interested in learning new things Non data 

management 

A27 INDCHA2 I can easily transfer what I have learnt to other staff 

members 

Non data 

management 

A28 INDCHA3 I am very positive about change  when new 

innovations are suggested in this department 

Non data 

management 

  Task  

  Data collection   

A29 DCLO1 Ministry of health (MOH) managed healthcare facilities Data management 

A30 DCLO2 Non - governmental organisations (NGOs) Data management 

A31 DCLO3 Faith related healthcare centres Data management 

A32 DCLO4 Community based organisations (CBO) Data management 

A33 DCL05 Source of data types  Data management 

  Data pre processing   

A34 DPRE1 Big Data Analytics helps us in data cleaning  Data management 

A35 DPRE2 I do Aggregate data for further processing Data management 

A36 DPRE3 I can integrate data from different departments Data management 

A37 DPRE4 Methods of data pre-processing Data management 
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  Data analysis  

A38 DANAL1  We identify inconsistent data from groups of records Data management 

A39 DANAL2  Analytical software we use allows us to analyse information 

from multiple data base systems at the same time 

Data management 

A40 DANAL3  Patterns in datasets help us to identify correlations that are 

used for predictive analytics 

Data management 

A41 DANAL4  Big Data Analytics provides patterns needed to be 

interpreted for decision making 

Data management 

A42 DANAL5  Experience in data analysis helps to make sense out of data 

for decision making 

Non data 

management 

A43 DANAL6  BDA models or algorithms for analysis Data management 

  Data visualization   

A44 DVIS1 Visualization assists the user to meaningfully interpret 

analysed results 

Data management 

A45 DVIS2 We use graphs to visualise results from analysis Data management 

A46 DVIS3 We use tables   to visualise results from analysis Data management 

A47 DVIS4 Visualization is used as a form of reporting Data management 

A48 DVIS5 The quality of reporting depends on the user’s perception of 

analysis results 

Non data 

management 

A49 DVIS6 Visualization helps us to clarify on the data right from 

collection to analysis 

Data management 

A50 DVIS7 We put in mind on how to interpret results right from data 

collection to visualization 

Non data 

management 

  Technology   

  Infrastructure   
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A51 INFRA1 We have a Big Data Analytics architecture that is followed 

in our operations 

Non data 

management 

A52 INFRA2 We have in place high speed computers that help us handle 

data 

Data management 

A53 INFRA3 We have a well-established information technology (IT) 

infrastructure in healthcare 

Non data 

management 

  Application   

A54 APP1 We have software that help us handle Big Data Data management 

A55 APP2 The analysis application technology we use is appropriate 

for their intended use of predicting healthcare outcome. 

Non data 

management 

A56 APP3 Data software’s or programs are regularly checked for their 

compliance in relation to intended use of data. 

Data management 

A57 APP4 The success of a BDA software depends on its usability Non data 

management 

A58 APP5 We use a set of questions to retrieve data from a database Data management 

A59 APP6 BDA applications used Data management 

  MIS Variable questions   

  Big data analytics management   

A60 BDAMGT1 We do collaborate with different departments in order to get 

data for analysis 

Non data 

management 

A61 BDAMGT2 We Consolidate segmented data used for decision making Non data 

management 

A62 BDAMGT3 We do share information extracted from analysing the data Non data 

management 

A63 BDAMGT4 We can easily get relevant data for healthcare outcome 

prediction 

Data management 
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  BDA Implementation   

A64 BDAIMP1 I know which Big Data analytics algorithm works best on 

healthcare data for healthcare outcome prediction 

Data management 

A65 BDAIMP2 Changing nature of data makes it difficult to carry out 

analysis with BDA tools 

Data management 

A66 BDAIMP3 BDA helps us to ensure proper storage of data for 

processing and for later use after being processed 

Data management 

A67 BDAIMP4 Implementation of Big Data analytics requires both technical 

and managerial members of an organisation. 

 

Non data 

management 

  BDA Structure   

A68 BDASTRU1 The rate at which health data flows in the database makes 

it hard to use BDA tools 

Data management 

A69 BDASTRU2 Different forms of health data make it difficult to use BDA 

tools 

Data management 

A70 BDASTRU3 The speed at which data is generated allows us to use BDA 

technologies         

Data management 

A71 BDASTRU4 A mount of data needed to use BDA is hard to get Data management 

  BDA Development   

A72 BDADEV1 BDA Is compatible with all aspects of data management life 

cycle (stages of data from collection to analysis) in this 

healthcare 

Data management 

A73 BDADEV2 Our computers have sufficient central processing (CPU) 

power that can accommodate BDA soft wares 

Data management 

A74 BDADEV3 BDA management activities are related to Health 

management information system (HMIS) 

Non data 

management 
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  Prediction of public healthcare outcome   

A75 PHCO1 Big Data Analytics use leads to cost reduction   Non data 

management 

A76 PHCO2 Big Data Analytics use Improves existing values (the way 

things are done) 

Non data 

management 

A77 PHCO3 Big Data Analytics makes it easy to manage healthcare 

outcome. 

Non data 

management 

A78 PHCO4 Making sense of data is always constructed through our 

knowledge which enhances decision making 

Non data 

management 

A79 PHCO5 BDA facilitates the process of realizing healthcare 

objectives by reporting data to analyses trends 

Non data 

management 

A80 PHCO6 I do bundle data resources (results from analysis) with 

analytic capabilities for strategic decision-making 

Non data 

management 

C  Section C   

  Variables created from analysing  qualitative data   

  Other factors that would indicate the use of Big Data 

Analytics  

 

C1 Train  Training Non data 

management 

C2 PD Privacy of data Non data 

management 

C3 IS Information sharing Non data 

management 

C4 Funding  Operational cost or funding Non data 

management 
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C5 Value Value attached to data and research Non data 

management 

  Challenges foreseen in the implementation of BDA   

C6 LSS Staff limited skills Non data 

management 

C7 DI Data interpretation Non data 

management 

C8 GP Government policies Non data 

management 

 

Table 11 above shows the data and non-data management variables from the study. 

questionnaire 

5.5 Examination of BDA conceptual framework  

The major aim of analysis in this study is to identify variables that can be used for BDA-

PM model or algorithm development. A research conceptual framework was used to test 

the hypothesised relationship among the variables. For this study to have a structural 

reliability, I used the management information system (MIS) framework. Therefore, testing 

relationships amongst variables is also a pre-processing stage in model development. 

This study used SPSS to ascertain the relationship among eleven latent variables.  

Through the use of arithmetic methods (Pallant, 2005), this study identified the 

relationship between data, non-data management challenges, and MIS variables as 

predictors and the outcome for challenges or variables that support or do not support the 

use of BDA for early prediction in public healthcare. When structural model tests 
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hypothesised explore possible relationships among constructs they show goodness of fit 

of all measurement models (Selim, 2005).  

Measurement models specify the rules that govern how latent (constructs) variables are 

measured in terms of observables or indicators variables (Schreiber, 2008). In this study, 

eleven constructs and their indicators formed a measurement model which was tested 

using confirmatory factor analysis (CFA) (Ullman, 2006). CFA shows patterns of practical 

variables against hidden variables (Schreiber et al, 2006). Using a measurement model, 

I was in a position to assess how practical variables are combined to identify hypothesised 

concepts (Weston & Gore, 2006). Measurement models are sometimes referred to as 

outer models used to evaluate the relationship between indicators variables and their 

corresponding constructs (Hair et al., 2014).  

To validate a measurement model, Hair et al. (2006) suggests assessing the fit of each 

concept and its indicators separately to determine weak indicators that can cause a 

problem for the study framework or model, where indicators with R2 less than .20 indicate 

high level of error and are deleted; discriminant validity is attained when all constructs are 

modelled against each other and the modelled constructs should give the covariance 

value of 1.0 (Hooper et al., 2008). All the suggestions above were put into consideration 

by this study in order to identify how data and data management factors influence 

organisational performance. As Weill and Oslon (1987) using the contingency approach 

assumed, when there is a better fit between contingency variables the better the 

performance of an organisation or MIS under study. In this study, BDA is the MIS under 

study and organisational performance is public healthcare staff ability to predict 
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healthcare outcome for disease outbreaks. Therefore, the goodness of fit of all 

measurement models in the research framework needs to be ascertained. 

5.6 Measures of goodness of fit  

According to Schreiber (2008), goodness of fit indices (GFI) provide an overall 

examination of how collected data fits the hypothesised models. Further still, Schreiber 

(2008) puts forward a number of GFI to assess the fit of the hypothesised model, besides 

using model fit. In this study, parameters are identified by the latent variables and their 

indicators, where I made sure all the latent (constructs) variables have at least three or 

more indictors (items or observed) variables which ensured identification of the construct, 

better solutions, and allow the ability to estimate construct errors (Wuensch, 2014). All 

the latent variables in this study have three or more indicators. 

In this study’s research framework, the parameters are estimated using principal 

component analysis (PCA). According to Wuensch (2014), PCA is an iterative process 

that maximises the likelihood got from values of the criterion variable that would be 

appropriately predicted. The criterion variable in this study is healthcare outcome 

predictions. PCA was considered in this study in that it performs very well on small sample 

sizes (Hoyle & Panter, 1995). Also, PCA is used in the process of extracting the 

appropriate factors for algorithm development.  

Based on the above, all constructs were modelled individually to ascertain their 

relationships amongst each other, which also determines the accuracy and performance 

of the algorithm or model development (Ye et al., 2016). 
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5.6.1 Examination of strategy (STRA)  

Under this strategy construct, I was to find out how the participants perceived the need 

requirement within the healthcare strategy (Baskerville & Pries-Heje, 2010); hence, 

pointing out the need to use Big Data Analytics (BDA) for early prediction of disease 

outbreak healthcare outcome. The strategy construct consists of four indicators or items, 

STRA1-STRA4, measured on a five Likert scale.  

The results of analysis were as follows: out of 221 participants 69 (31.2%) strongly 

disagreed that their healthcare strategy allows the interplay between data and technology, 

1 (0.5%) disagreed, whereas 11 (5.0%), 75 (33.9%), and 65 (29.4%) were uncertain, 

agreed, and strongly agreed, respectively. 

The analysis also indicated that 44 (19.9%) strongly disagreed that translating data into 

decision making on disease outbreak outcome prediction is a challenge, 25 (11.3) 

disagreed, whereas 78 (35.3%), 73 (33.0%) agreed, were uncertain, agreed, and strongly 

agreed, respectively. 

In responding to the statement whether their organisation strategy integrates BDA, 

disease outbreak outcome prediction and management, the analysis returned 64 (29.0%) 

had strongly disagreed, 55 (24.9%) disagreed, while 30 (13.6%), 59 (26.7%), 13 (5.9%) 

were uncertain, agreed, and strongly agreed, respectively. 

89 (40.3%) participants disagreed that their data analysis results are incorporated into 

organisations strategic planning process, 1 (.5%) disagreed whereas 18 (8.1%), 68 

(30.8%), and 45 (20.4%) were uncertain, agreed, and strongly disagreed, respectively. 
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Scanning through the agree and strongly agree analysis results in Table 5.7 below shows 

that the scores are high; this signifies that organisation strategy for BDA needs to be 

recognised in healthcare (Baskerville & Pries-Heje, 2010), in return streamlining and 

strengthening a mechanism for evidence-based generation of data and oversight and 

avoiding a situation where data generated is resource driven rather than need driven 

(Uganda health sector development plan, 2015). This could assist management to add 

context and value to data collected (Khan, 2018). Table 12 below presents the 

participants’ response on strategy construct. 

Table 12: Participants response on strategy construct  

 STRA1  STRA2 STRA3 STRA4 

 

Strongly Disagree 

Disagree 

Uncertain 

Agree 

Strongly Agree 

Total 

Frequency Per cent Frequency Per cent Frequency Per cent Frequency Per cent 

69 

1 

11 

75 

65 

221 

31.2 

.5 

5.0 

33.9 

29.4 

100.0 

44 

25 

1 

78 

73 

221 

19.9 

11.3 

.5 

35.3 

33.0 

100.0 

64 

55 

30 

59 

13 

221 

29.0 

24.9 

13.6 

26.7 

5.9 

100.0 

89 

1 

18 

68 

45 

221 

40.3 

.5 

8.1 

30.8 

20.4 

100.0 

 

5.6.2 Examination of structure (STRU)  

Structure (STRU) is the organisational structure where the model intends to be 

implemented. This study sought to find out the structures making up the organisation in 
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order to ascertain the fit between organisation and MIS structure (Weills & Olson, 1989). 

As a result, its measurement model has five observable variables, STRU1-STRU5, 

measured on a five Likert scale. The results from the analysis are presented below. 

Out of 221 respondents, 63 (28.5%) strongly disagreed that BDA helps them to centralise 

data management activities, 3 (1.4%) disagreed, whereas 37 (16.7%), 89 (40.3%), and 

13 (13.1%) were uncertain, agreed, and strongly agreed, respectively. 

Also, the results showed that 49 (22.2%) strongly disagreed that they have rules that 

govern how conclusions are made from their data sets; 45(20.4%) disagreed while 52 

(23.5%), 49 (22.2%), and 26 (11.8%) were uncertain, agreed, and strongly agreed, 

respectively.  

Further, the results returned as 27 (12.2%) strongly disagreed that Big Data Analytics 

data flow procedures provide what needs to be done, 2(.9%) disagreed, whereas 45 

(20.4%), 136 (61.5%), and 11 (5.0%), uncertain, agreed, and strongly agreed, 

respectively. 

 STRU1 STRU2 STRU3 STRU4 STRU5 
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Still on organisational structure, analysis results show that 95 (43.0%) disagreed that they 

have BDA decision ownership (authority) right from data collection, processing, storage, 

and use; 64 (29.0%) disagreed while 1(.5%), 27 (12.2%), and 34 (15.4%) uncertain, 

agreed, and strongly agreed, respectively. Lastly on organisation structure, 12 (5.4%) 

disagreed that hospital management structure allows them to learn new things, 3 (1.4%) 

disagreed, while 38 (17.2%), 102 (46.2%) and 66 (29.9%) uncertain, agreed, and strongly 

agreed, respectively. 

From the analysis results above, I confidently concludes that the organisation structure 

has insufficient knowledge on the capabilities and potential of BDA to the organisation or 

public healthcare. This is based on the high scores on strongly disagree, disagree, and 

uncertain which depicts less MIS (data management) centralization, and low learning 

 

 

Strongly 

Disagree 

Disagree 

Uncertain 

Agree 

Strongly 

Agree 

Total 

Frequency Per 

cent 

Freque

ncy 

Per 

cent 

Frequen

cy 

Per cent Frequency Per 

cent 

Frequency Per 

cent 

63 28.5 49 22.2 27 12.2 95 
43.

0 
12 5.4 

3 1.4 45 20.4 2 .9 64 
29.

0 
3 1.4 

37 16.7 52 23.5 45 20.4 1 .5 38 17.2 

89 40.3 49 22.2 136 61.5 27 
12.

2 
102 46.2 

29 13.1 26 11.8 11 5.0 34 
15.

4 
66 29.9 

221 100.0 221 100.0 221 100.0 221 
10

0.0 

221 
100.0 
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ability; however, 136 (61.5%) agreed on data flow BDA capabilities. So, when the current 

data flow procedures are streamlined, BDA decision authority and data governance are 

acknowledged, then BDA as an MIS under study can be adopted in public healthcare 

(Weills & Olson, 1989). The results showed low scores on strongly disagree and disagree 

on hospital management structure allowing staff to learn new things, thus showing me 

that when BDA strategy is presented to the organisation authority the structures can 

easily embrace the idea of BDA use. In return, the healthcare needs a BDA management 

strategy or solution that may provide an efficient way to manage data across all business 

units (Shafqat et al., 2018), eventually making data discoverable, accessible, and usable; 

this would also make data have value (Elankavi et al., 2017). Table 13 below presents 

the participants’ response on strategy construct. 

Table 13: Participants response on structure construct 

5.6.3 Examination of environment  

Under this construct, this study was finding out the participants perception on how the 

environment they operate in could influence the use of BDA for early disease outbreak 

outcome prediction. This construct has two parts which are presented below: 

Organisation al culture ( ORGCUL): this study seeks to find out the participants views 

on how their organisation culture could influence the use of BDA in the public healthcare 

environment. This part of environment construct is modelled using four observable 

variables labelled from ORGCUL1- ORGCUL4, and were measured on a five-point Likert 

scale.  
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The analysis results showed that out of 221 participants, 14 (6.3%) strongly disagreed 

that their healthcare roles enable the use of Big Data Analytics, 4 (1.8%) disagreed, 

whereas 39 (17.6%), 153 (69.2%), and 11 (5.0%) uncertain, agreed, and strongly agreed, 

respectively.  

In addition, the analysis of results on organisation culture showed that 11 (5.0%) strongly 

disagreed that one may not know which algorithm techniques fit the healthcare 

environment, 59 (26.7%) disagreed, whereas 47 (21.3%), 32 (14.5%), and 72 (32.6) were 

uncertain, agreed, and strongly agreed, respectively.        

Further, 45 (20.4%) disagreed that their hospital structures can help them predict early 

disease healthcare outcomes in their area of operation, 52 (23.5%) disagreed while 39 

(17.6%), 68 (30.8%), and 17 (7.7%) were uncertain, agreed, and strongly agreed, 

respectively. 

Further still, 27 (12.2%) strongly disagreed that healthcare operates in an unpredictable 

environment while figuring out how to meet healthcare outcomes predictions, 55 (24.9%) 

disagreed, while 38 (17.2%), 90 40.7%), and 11 (5.0) were uncertain, agreed, and 

strongly agreed, respectively. 

According to the analysis of the results above, basing on the high percentage of agree 

and strongly agree in all indicators - ORGCUL1, ORGCUL2, ORGCUL3 and ORGCUL4 

I concluded that organisation culture, considering the healthcare roles, knowledge on 

what algorithm to use (Sagirogive & Sinanc, 2013), hospital structures, and operating in 

an predictable environment of disease outbreak, shows that the staff or stakeholders in 

the healthcare system are not aware of the challenges they are facing. Hence, the 
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research results can be an eye-opener which would raise the need of a social-technical 

context artefact to be developed that could influence the environment it would operate in 

(Shrestha et al., 2018). Table 14 below presents the participants’ responses on 

organisation culture as part of environment construct. 
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Table 14: Participants response on organisation culture Environment constructs part1  

 

 

Data Security (DSEC) : this second part of the environment construct was put to 

participants to elicit their perception on how the protection of healthcare information can 

influence the use of BDA. This measurement model has three observable variables and 

is measured using five Likert scale. The results from the analysis are as follows:  

 Out of 221 respondents, 27 (12.2%) strongly disagreed that healthcare systems have 

data security guidelines they follow while dealing with hospital data, 4 (1.8%) disagreed, 

while 17 (7.7%), 128 (57.9%), and 45 (20.4%) were uncertain, agreed and strongly 

agreed respectively. Also 12(5.4%) strongly disagreed that health management 

information systems (HMIS) security help them to ensure data security; 13 (5.9) 

disagreed, while 35 (15.8%), 136 (61.5%), and 25 (11.3) were uncertain, agreed, and 

 ORGCUL1 ORGCUL2 ORGCUL3 ORGCUL4 

 

 

Strongly Disagree 

Disagree 

Uncertain 

Agree 

Strongly Agree 

Total 

Frequency Per cent Frequency Per cent Frequency Per cent Frequency Per cent 

14 6.3 11 5.0 45 20.4 27 12.2 

4 1.8 59 26.7 52 23.5 55 24.9 

39 17.6 47 21.3 39 17.6 38 17.2 

153 69.2 32 14.5 68 30.8 90 40.7 

11 5.0 72 32.6 17 7.7 11 5.0 

221 100.0 221 100.0 221 100.0 221 100.0 
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strongly agreed, respectively. Lastly, 14 (6.3%) disagreed that they have measures that 

help them ensure security of data: 1 (.5%) disagreed, whereas 42 (19.0%), 128 (57.9%), 

and 36 (16.3%) were uncertain, agreed, and strongly agreed, respectively.  

From the results showed above the high scores of the ‘agreed’ option on healthcare 

systems data security guidelines followed while dealing with hospital data 128(57.9%), 

show that healthcare has to strengthen its data security for BDA to be fully explored for 

its potential in the public healthcare (Holzinger, 2017). Table 15 below presents the 

participants’ responses on organisation security, Part 2 of the environment construct. 

Table 15: Participants ’ response on organisation data security Part 2 of environment construct  

 

 

 

 

 

 

 

 

 

 

 DSEC1 DSEC2 DSEC3 

 

 

Strongly Disagree 

Disagree 

Uncertain 

Agree 

Strongly Agree 

Total 

Frequency Per cent Frequency Per cent Frequency Per cent 

27 12.2 12 5.4 14 6.3 

4 1.8 13 5.9 1 .5 

17 7.7 35 15.8 42 19.0 

128 57.9 136 61.5 128 57.9 

45 20.4 25 11.3 36 16.3 

221 100.0 221 100.0 221 100.0 
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5.6.4 Examination of individual  

This study was finding out the participants’ perceptions on individual differences in line or 

fit with MIS (BDA) activities (Weills & Olson, 1989). This construct is measured using 

three parts as presented below. 

Individual roles ( INDR): in this Part 1 of the individual construct, this study was finding 

out the perception of participants on how individuals’ roles would influence how data is 

collected, stored, analysed, and used, which is one of the needs of using BDA. This part 

of the measurement model was measured using four indicators, from INDR1- INDR4, and 

measured using five-point Likert scale. Results of the analysis are presented below. 

Out of 221 participants, 22 (10.0%) strongly disagreed that BDA roles are assigned 

depending on who is responsible for data management, 14 (6.3%) disagreed, while 1 

(.5%), 88 (39.8), and 96 (43.4%) were uncertain, agreed, and strongly agreed, 

respectively. Also, 7 (3.2%) strongly disagreed that BDA roles are assigned depending 

on who is consulted on which data to collect and analyse, 37 (16.7%) disagreed, while 3 

(1.4%), 139 (62.9%), and 35 (15.8%) were uncertain, agreed, and strongly agreed, 

respectively. Further, 13 (5.9%) strongly disagreed that BDA roles are assigned 

depending on who is accountable for data collection, storage, and analysis; 4 (1.8%) 

disagreed, while 2 (.9%), 122 (55.2%), 80 (36.2%) were uncertain, agreed, and strongly 

agreed, respectively. Further still, 5 (2.3%) disagreed that BDA roles are assigned 

depending on who is informed about data analysis results for decision-making, 13 (5.9%) 

disagreed, while 23 (10.4%), 121 (54.8%), and 59 (26.7%) were uncertain, agreed, and 

strongly agreed, respectively. 
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From the analysis of results on individual roles, capabilities, and characteristics above 

with high scores on agree and strongly agree indicators, I concluded that individual roles, 

capabilities, and characteristics are paramount in assigning individuals staff depending 

on who is responsible, consulted, accountable, and informed in data management 

(Wende & Otto, 2007). Table 16 below presents the participants’ response on Part 1 of 

individual construct. 

Table 16: Participants response on P art 1 of individual construct 

 INDR1 INDR2 INDR3 INDR4 

 

 

 

Strongly Disagree 

Disagree 

Uncertain 

Agree 

Strongly Agree 

Total 

Frequency Per cent Frequency Per cent Frequency Per cent Frequency Per cent 

22 10.0 7 3.2 13 5.9 5 2.3 

14 6.3 37 16.7 4 1.8 13 5.9 

1 .5 3 1.4 2 .9 23 10.4 

88 39.8 139 62.9 122 55.2 121 54.8 

96 43.4 35 15.8 80 36.2 59 26.7 

221 100.0 221 100.0 221 100.0 221 100.0 
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Individual capabilities (INDCAP) : this is Part 2 of the measurement model for individual 

construct. In this Part 2 I was finding out participants’ perception on how individual 

capabilities can influence the use of BDA in public healthcare. This measurement model 

has four observable variables, labelled as INDCAP1 – INDCAP4, which are measured 

using a five-point Likert scale. The analysis results are presented below. 

Out of 221 participants, 46 (20.8%) strongly disagreed that they have the skills of using 

BDA techniques, 137 (62.0%) disagreed, while 12 (5.4%), 25 (11.3%), and 1 (.5%) were 

uncertain, agreed, and strongly agreed, respectively. Also, 28 (12.7%) strongly disagreed 

that their positions allow them to decide on what analysis technology to use, 126 (57.0%) 

disagreed, while 25 (11.3%), 36 (16.3%), and 6 (2.0%) were uncertain, agreed, and 

strongly agreed, respectively. Further, 22 (10.0%) strongly disagreed that to use BDA 

technologies effectively, an individual must not have only the software required but also 

know how to use them, 78 (35.3%) disagreed while 27 (12.2%), 80 (36.2), and 14 (6.3%) 

were uncertain, agreed, and strongly agreed, respectively. Further still, 63 (28.5) 

disagreed that most people in their facility have the skill to use Big Data Analytics; 104 

(47.1%) disagreed, whereas 13 (5.9%), 12 (5.4%), and 29 (13.1%) were uncertain, 

agreed, and strongly agreed, respectively. 

Based on the analysis above, most participants with high percentage of disagree show 

that healthcare staff have limited skills on BDA, with 62% on lNDCAP1 and 47% on 

INDCAP4 indicators. For BDA strategy to be adopted, the individual skills need to be 

improved to achieve the public healthcare goal of health outcome predictions (Trujillo et 

al., 2005). So, when different actors understand how data is generated and interacted 

with, then the necessity of having the capabilities that are needed to be developed to 
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harness the use of BDA could be recommended (Pappas et al., 2018). Table 17 below 

presents the participants’ response on Part 2 of individual construct. 
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Table 17: Participants response on P art 2 of individual construct 

 INDCAP1 INDCAP2 INDCAP3 INDCAP4 

 

 

 

Strongly Disagree 

Disagree 

Uncertain 

Agree 

Strongly Agree 

Total 

Frequ

ency 

Per cent Frequency Per cent Frequency Per cent Frequency Per cent 

46 20.8 28 12.7 22 10.0 63 28.5 

137 62.0 126 57.0 78 35.3 104 47.1 

12 5.4 25 11.3 27 12.2 13 5.9 

25 11.3 36 16.3 80 36.2 12 5.4 

1 .5 6 2.7 14 6.3 29 13.1 

 100.0 221 100.0 221 100.0 221 100.0 

 

Individual characteristics ( INDCHA): this is Part 3 of the individual construct where I 

was eliciting participants perception on their own individual traits that may influence 

adoption of new innovations like BDA for the case of this study. This measurement model 

has three observable variables, labelled as INDCHA1- INDCHA3, and are measured 

using a 5-point Likert scale. The results of the analysis are presented below. 

Out of 221 participants, 3 (1.4%) strongly disagreed that they are always interested in 

learning new things, 31 (14.0%) agreed while 5 (2.3%), 77 (34.8%), and 105 (47.5%) 

were uncertain, agreed, and strongly agreed, respectively. Also, 1 (.5%) strongly 

disagreed that they can easily transfer what they have learnt to other staff members, 33 
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(14.9%) disagreed while 3 (1.4%), 111 (50.2%), and 73 (33.0%) were uncertain, agreed, 

and strongly agreed, respectively. Lastly, 2 (.9%) strongly disagreed that they are very 

positive about change when new innovations are suggested in their department, 2 (.9%) 

disagreed whereas 4 (1.4), 145 (65.6%) and 68 (30.8%) were uncertain, agreed, and 

strongly agreed, respectively. 

I concluded that the individual characteristic has the potential of adopting BDA in line with 

the high scores for agree and strongly agree in all individual characteristic indicators 

(Weills & Olson, 1989; Hevener et al., 2010). And these individual characteristics are 

assumed to be corresponding to individual levels of education, experience, and job 

position (Hambrick & Mansion, 1984; Wende & Otto, 2007). This in return shows the 

relational, proximity, and stakeholders or indirect users’ effect on the use of BDA in public 

healthcare when adopted (Loez & Petter, 2018). Table 18 below presents the participants’ 

response on Part 3 of individual construct. 

Table 18: Participants response on P art 3 of individual construct 

 INDCHA1 INDCHA2 INDCHA3 

 

Strongly Disagree 

Disagree 

Uncertain 

Agree 

Frequency Per cent Frequency Per cent Freque

ncy 

Per cent 

3 1.4 1 .5 2 .9 

31 14.0 33 14.9 2 .9 

5 2.3 3 1.4 4 1.8 

77 34.8 111 50.2 145 65.6 
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Strongly Agree 

Total 

105 47.5 73 33.0 68 30.8 

221 100.0 221 100.0 221 100.0 

 

5.6.5 Examination of Task 

Under this construct or measurement model, I was eliciting participants’ perceptions on 

the activities done in healthcare in relation to activities required for the use of BDA as a 

new technology for data management. This construct addresses Objective 1, 2, 3, and 4 

of this study. This measurement model is divided into four parts, and these include the 

following: 

Data collection (DCOL ): this is Part 1 of the task measurement model. In this part, I was 

finding out the data sources and types collected for analysis to ascertain if they can 

influence the need for BDA use in healthcare. This task variable addressed Objective 1 

and Question 1 of this study. The latent variable data collections were measured with 

observable variable labelled from DCOL1- DCOL5. DCOL1- DCOL4 was measured using 

a 5-point Likert scale eliciting data sources and DCOL5 used a multiple choice scale to 

enable the participant to choose more than one alternative. This was used to identify the 

data types. The results of analysis were as follows: 

Out of 221 participants, 23 (10.4%) strongly disagreed that they collect data from Ministry 

of Health (MOH) managed healthcare facilities, 18 (8.1%) disagreed while 5 (2.3%), 27 

(12.2%), and 148 (67.0%) were uncertain, agreed, and strongly agreed, respectively. 

Also, 12 (5.4%) disagreed that data is collected from non-governmental organisations 

(NGOs), 26 (11.8%) disagreed while 84 (38.0%), 7 (3.2%), and 92 (41.6%) were 
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uncertain, agreed, and strongly agreed, respectively. Further, 124 (56.1%) strongly 

disagreed that they collect data from faith-related healthcare centres, 26 (11.6%) 

disagreed while 67 (30.3%), 2 (.9%), and 2 (.9%) were uncertain, agreed, and strongly 

agreed, respectively. Further still, 115 (52.0%) disagreed that they collect data from 

community-based organisations (CBO), 31 (14.0%) disagreed while 60 (27.1%), 13 

(5.9%), and 2 (.9%) were uncertain, agreed, and strongly agreed, respectively. Out of 221 

participants, 2 participants did not respond to any source of data option, while 67 (30.3%), 

47 (21.3%), 13 (5.9%), 43 (19.5%), and 49 (22.2%) selected web and social media data, 

machine to machine data, transaction data, biometric data, and human generated data, 

respectively. 

Based on the analysis above, the most common source of data is the Ministry of Health 

(MOH) managed healthcare facilities with 148(67.0%) (Raghupathi & Raghupathi, 2014; 

(Benjamin, 2014) who strongly agreed; and the type of data is human generated data 49 

(22.2%), and web and social media data 67 (30.3%). Table 19 below presents the 

participants’ response on Part 1 of the task construct. 
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Table 19: Participants responses on P art 1 of the task construct  

 DCOL1 DCOL2 DCOL3 DCOL4 

 

 

Strongly Disagree 

Disagree 

Uncertain 

Agree 

Strongly Agree 

Total 

Frequency Per cent Frequency Per cent Frequency Per cent Frequency Per cent 

23 10.4 12 5.4 124 56.1 115 52.0 

18 8.1 26 11.8 26 11.8 31 14.0 

5 2.3 84 38.0 67 30.3 60 27.1 

27 12.2 7 3.2 2 .9 13 5.9 

148 67.0 92 41.6 2 .9 2 .9 

221 100.0 221 100.0 221 100.0 221 100.0 

 

Table 20: Participants ’ response on option free choice on data collection Part 3 of the task construct  

 DCOL5 

 

.00 

Web and social media data 

Machine to machine data 

Transaction data 

Biometric data 

Human generated data 

Frequency Per cent 

2 .9 

67 30.3 

47 21.3 

13 5.9 

43 19.5 

49 22.2 
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Total 221 100.0 
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Pre-processing (DPRE) : this is Part 2 of the task measurement model. I was finding out 

how data is pre-processed for analysis. This part addressed Objective 2 and Research 

Question 2 of this study. DPRE has four observable variables, DPRE1- DPRE3, which 

were measured using a 5-point Likert scale, and DPRE4 used a multiple scale.  

Results were as follows: 50 (22.6%) disagreed that Big Data Analytics (BDA) helps us in 

data cleaning, 6 (2.7%) disagreed while 7 (3.2%), 147 (66.5%), and 11 (5.0%) were 

uncertain, agreed, and strongly agreed, respectively. Also, 6 (2.7%) strongly disagreed 

that they do aggregate data for further processing, 31 (14.0%) disagreed while 7 (3.2%), 

143 (64.7%), and 34 (15.4%) were uncertain, agreed, and strongly agreed, respectively. 

Further, 8 (3.6%) disagreed that they can integrate data from different departments, 4 

(1.8%) disagreed whereas 7 (3.2%), 56 (25.3%), and 146 (66.1%) were uncertain, 

agreed, and strongly agreed, respectively. Further still, 69 (31.2%) selected the option 

that they transform raw data into information by summarizing the data (46 - 20.8%) while 

14 (6.3%), 43 (19.5%), and 49 (22.2%) selected averaged the data, selected part of the 

data, graphing the data, and adding context, respectively.  

I concluded by commenting that more participants selected summarizing data with the 

highest percentage of 31.2% and high scores on agree and strongly agree on data 

cleaning 147 (66.5%), aggregating 143 (64.7%) and 34 (15.4%), and integrating data 56 

(25.3%), and 146 (66.1%) showed that the activities of data pre-processing are done to 

create data sets for further analysis (Ahmed & Bhattacharya, 2017). Tables 20, 21, and 

22 show the pre-processing methods as Part 3 of the task construct. 
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Table 21: Participants response on option free choice on data pre-processing Part 3 of the task construct 

 

 

Table 22: Participants response on option free choice on data pre-processing  Part 3 of  the  task 

construct  

 DPRE4 

 

Summarizing the data 

Averaging the data 

Selecting part of the data 

Graphing the data 

Adding context 

Total 

Frequency Per cent 

69 31.2 

46 20.8 

14 6.3 

43 19.5 

49 22.2 

221 100.0 

 DPRE1 DPRE2 DPRE3 

 

Strongly Disagree 

Disagree 

Uncertain 

Agree 

Strongly Agree 

Total 

Frequency Per cent Frequency Per cent Frequency Per cent 

50 22.6 6 2.7 8 3.6 

6 2.7 31 14.0 4 1.8 

7 3.2 7 3.2 7 3.2 

147 66.5 143 64.7 56 25.3 

11 5.0 34 15.4 146 66.1 

221 100.0 221 100.0 221 100.0 
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Data Analysis ( DANAL ): this is Part 3 of the task measurement model. I was eliciting 

participants’ perception on how data is analysed such that it can be related to the 

functions of BDA as MIS under study in order to influence its use in public healthcare 

(Weill & Olson, 1987). DANAL was measured using six observable variables where 

DANAL1-DANAL5 were measured using a five-point Likert scale, while DANAL6 was 

measured using multiple choice scale. The results of the analysis are presented below:  

A total of 8 (3.6%) strongly disagreed that they identify inconsistent data from groups of 

records, 6 (2.7%) disagreed while 16 (7.2%), 115 (52.0%), and 79 (34.4%) were 

uncertain, agreed, and strongly agreed, respectively. Also, 35 (15.8%) strongly disagreed 

that the analytical software they use allows them to analyse information from multiple data 

base systems at the same time, 4 (1.8%) disagreed while 7 (3.2%), 93 (42.1%), and 82 

(37.1%) were uncertain, agreed, and strongly agreed, respectively. Further, 80 (36.2%) 

strongly disagreed that patterns in datasets help them to identify correlations that are 

used for predictive analytics, 2 (.9%) disagreed whereas 15 (6.8%), 120 (54.3%), and 4 

(1.8%) were uncertain, agreed, and strongly agreed, respectively. Further still, 3 (1.4%) 

strongly disagreed that Big Data Analytics provides patterns needed to be interpreted for 

decision-making, 9 (4.1%) disagreed while 13 (5.9%), 172 (77.8%), and 24 (10.9%) were 

uncertain, agreed, and strongly agreed, respectively. Also, 2 (.9%) strongly disagreed that 

experience in data analysis helps to make sense out of data for decision-making, 51 

(23.1%) disagreed while 12 (5.4%), 99 (44.8%), and 57 (25.8%) were uncertain, agreed, 

and strongly agreed, respectively. 
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The option section had 10 choices for the participants to choose from, and these included 

Decision tree model, Support Vector Machine (SVM), Randomforest (RF), Logistic 

regression (LR), Adaptive boosting (AB), Multiple discriminant analysis (MDA), Naïve 

bayes model, Singular value decomposition (SVD), Artificial Neural Networks (ANN), and 

others. The choices that were not selected were deleted (Alaka, 2017). As a result, 

analysis was only done on Decision tree model, Logistic regression, Multiple discriminant 

analysis, and others whose choice was selected. I deleted the unselected option in order 

to improve on the analysis results (Ullman, 2006). 

Therefore, out of 221 participants 148 (67.0%) selected the option of Decision tree model 

algorithms for analysis, while 50 (22.6%), 22 (10.0%), and 1 (.5%) algorithms selected 

were Logistic regression, Multiple discriminant analysis, and others, respectively. 

Based on the analysis above this study concluded that the analysis done in public 

healthcare is statistical due to the only selected statistical algorithms of Logistic 

regression and Multiple discriminant analysis, leaving out all the AI algorithms (Russom, 

2011). Tables 22, 23, and 24 show the pre-processing methods as Part 4 of the task 

construct. 

Table 23: Participants response on data analysis Part 4 of the task construct  

 DANAL1  DANAL2  DANAL3  DANAL4  DANAL5  

 

Strongly 

Disagree 

Freque

ncy 

Per cent Freque

ncy 

Per cent Freque

ncy 

Per cent Frequenc

y 

Per 

cent 

Frequen

cy 

Per cent 

8 3.6 35 15.8 80 36.2 3 1.4 2 .9 
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Disagree 

Uncertain 

Agree 

Strongly 

Agree 

Total 

6 2.7 4 1.8 2 .9 9 4.1 51 23.1 

16 7.2 7 3.2 15 6.8 13 5.9 12 5.4 

115 52.0 93 42.1 120 54.3 172 
77.

8 
99 44.8 

76 34.4 82 37.1 4 1.8 24 
10.

9 
57 25.8 

221 100.0 221 100.0 221 100.0 221 
10

0.0 
221 100.0 
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Table 24: Participants response on option free choice on data analysis Part 4 of the task construct  

 DANAL6  

 

Decision tree model 

Logistic regression 

Multiple discriminant analysis 

Others 

Total 

Frequency Per cent 

148 67.0 

50 22.6 

22 10.0 

1 .5 

221 100.0 

 

Data visualization (DVIS) : this is the fourth part of the task measurement model. It is the 

last activity in data analysis. In this measurement model, I was finding out how data is 

presented, interpreted, and used for operational activities such as decision-making in 

public healthcare. This part of measurement addressed Objective and Research Question 

4. DVIS was measured using seven observable variables on a five-point Likert scale. 

Items were labelled as DVIS1- DVIS7.  

Analysis results from Table 26.5 and Table 27.5 are presented as 6 (2.7%) strongly 

disagreed that Visualisation assists the user to meaningfully interpret analysed results, 

41 (18.6%) disagreed while 7 (3.2%), 52 (23.5%) and 115 (52.0%) were uncertain, 

agreed, and strongly agreed, respectively. Also 5 (2.3%) strongly disagreed that they use 

graphs to visualise results from analysis, 5 (2.3%) disagreed while 47 (21.3%), 54 

(24.4%), and 110 (49.8%) were uncertain, agreed, and strongly agreed, respectively. 
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Further, 2 (.9%) strongly disagreed that they use tables to visualise results from analysis, 

3 (1.4%) disagreed while 9 (4.1%), 56 (25.3%), and 151 (68.3%) were uncertain, agreed, 

and strongly agreed, respectively. Further still, 1 (.5%) disagreed that Visualisation is 

used as a form of reporting, 2 (.9%) disagreed while 12 (5.4%), 120 (54.3%), and 86 

(38.9%) were uncertain, agreed, and strongly agreed, respectively. Also 56 (23.5%) 

strongly disagreed that the quality of reporting depends on the users’ perception of 

analysis results, 5 (2.3%) disagreed while 17 (7.7%), 99 (44.8%), and 19 (19.9%) were 

uncertain, agreed, and strongly agreed, respectively. In addition, 3 (1.4%) strongly 

disagreed that Visualization helps to clarify on the data right from collection to analysis, 2 

(.9%) disagreed while 31 (14.0%), 41 (18.6%), and 144 (65.2%) were uncertain, agreed, 

and strongly agreed, respectively. Further, 40 (18.1%) strongly disagreed that they put in 

mind how to interpret results right from data collection to visualization, 8 (3.6%) disagreed 

while 31 (14.0%), 70 (31.7%), and 72 (32.6%) were uncertain, agreed, and strongly 

agreed, respectively. 

Based on the results above, this study confidently concludes that data visualization is 

done using tables 56 (25.3%) and 151 (68.3%), and graphs 54 (24.4%) and 110 (49.8%). 

So, when other analysis techniques like BDA are adopted, visualization can be 

performed. 

Table 25: Participants responses on data visualization P art 5 of the task construct  

 DVIS1 DVIS2 DVIS3 DVIS4 

 
Frequency Per cent Frequency Per cent Frequency Per cent Frequency Per cent 
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Strongly Disagree 

Disagree 

Uncertain 

Agree 

Strongly Agree 

Total 

6 2.7 5 2.3 2 .9 1 .5 

41 18.6 5 2.3 3 1.4 2 .9 

7 3.2 47 21.3 9 4.1 12 5.4 

52 23.5 54 24.4 56 25.3 120 54.3 

115 52.0 110 49.8 151 68.3 86 38.9 

221 100.0 221 100.0 221 100.0 221 100.0 
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Table 26: Participants response on data visualization P art 5 of the task construct 

 DVIS5 DVIS6 DVIS7 

 

 

 

Strongly Disagree 

Disagree 

Uncertain 

Agree 

Strongly Agree 

Total 

Frequency Per cent Frequency Per cent Frequency Per cent 

56 25.3 3 1.4 40 18.1 

5 2.3 2 .9 8 3.6 

17 7.7 31 14.0 31 14.0 

99 44.8 41 18.6 70 31.7 

44 19.9 144 65.2 72 32.6 

221 100.0 221 100.0 221 100.0 

 

5.6.6 Examination of Technology  

Under this latent variable, I was finding out the data management technology used in 

public healthcare. This measurement model is presented into parts as described below. 

Infrastructure (INFRA): this is Part 1 of the technology measurement model. This study 

was finding out the frameworks or platforms used for data management and their 

performance (Hevner et al., 2010). This part of measurement addressed Objective and 

Question 3. This part of the measurement model has three observable variables, from 

INFRA1- INFRA3, measured using a five-point Likert scale.  
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Results were: 83 (37.6%) strongly disagreed that they have a Big Data Analytics 

architecture that is followed in their operations, 18 (8.1%) disagreed while 12 (5.4%), 49 

(22.2%), and 59 (26.7%) were uncertain, agreed, and strongly agreed, respectively. Also, 

97 (43.9%) strongly disagreed that they have in place high speed computers that help 

them handle data, 64 (29.0%) disagreed while 6 (2.7%), 51 23.1%) and 3 (1.4%) were 

uncertain, agreed, and strongly agreed, respectively. Further, 61 (27.6%) strongly 

disagreed that they have a well-established information technology (IT) infrastructure in 

healthcare, 27 (12.2%) disagreed while 45 (19.0%), 28 (12.7%), and 63 (28.5%) were 

uncertain, agreed, and strongly agreed, respectively.  

From the analysis above this study concludes that the infrastructure in healthcare is still 

a challenge to allow the implementation of high-level technology like BDA. Due to BDA 

characteristics of volume, variety, and velocity proper infrastructure is required in order to 

improve the level of efficiency in organisational processes (Mazsei & Noble, 2019). 

However, infrastructure could be improved when the management stakeholders embrace 

BDA as a new data management technology through learning (Goldkuhl & Sojostrng, 

2018). Table 27 represents participants’ responses on technology infrastructure. 

Table 27: Participants response on technology infrastructure P art 1 constructs  

 INFRA1 INFRA2 INFRA3 

Strongly Disagree 

Disagree 

Agree 

Frequency Per cent Frequency Per cent Frequency Per cent 

83 37.6 97 43.9 61 27.6 

18 8.1 64 29.0 27 12.2 
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Application ( APP): this is the second part of the technology latent variable. This study 

was finding out the data management programs used and their performance. This part of 

technology addressed Objective and Research Question 3. APP has six observable 

variables, from APP1-APP5, which are measured on a 5-point Likert scale, while APP6 

was measured using a multi-choice scale.  

The results of analysis are presented as follows: 130 (58.8%) disagreed that they have 

software’s that help them handle big data, 31 (14.0%) agreed while 9 (4.1%), 9 (4.1%), 

and 42 (19.0%) were uncertain, agreed, and strongly agreed, respectively. Also, 16 

(7.2%) strongly disagreed that the analysis application technology they use is appropriate 

for their intended use of predicting healthcare outcome, 122 (55.2%) disagreed while 71 

(32.1%), 3 (1.4%) and 9 (4.1%) were uncertain, agreed, and strongly agreed, 

respectively. Further, 41 (18.6%) strongly disagreed that data software or programs are 

regularly checked for their compliance in relation to intended use of data; 3 (1.4%) 

disagreed while 67 (30.3%), 98 (44.3%), and 12 (5.4%) were uncertain, agreed, and 

strongly agreed, respectively. Further still, 3 (1.4%) strongly disagreed that the success 

of a BDA software depends on its usability, 4 (1.8%) disagreed while 11 (5.0%), 117 

(52.9%), and 86 (38.9%) were uncertain, agreed, and strongly agreed, respectively. Also, 

3 (1.4%) strongly disagreed that they use a set of questions to retrieve data from a 

Strongly Agree 

Total 

12 5.4 6 2.7 42 19.0 

49 22.2 51 23.1 28 12.7 

59 26.7 3 1.4 63 28.5 

221 100.0 221 100.0 221 100.0 
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database, 3 (1.4%) disagreed while 9 (4.1%), 127 (57.5%), and 79 (35.7%) were 

uncertain, agreed, and strongly agreed, respectively.  

Lastly, in indicator APP6 the completely unchosen choices were deleted in order to 

improve on the process of analysing to avoid the impact of missing data to the analysis 

set of data (Schreiber, 2008). HMIS and Others2 respondents were selected with 200 

(90.5%) and 21 (9.5%), respectively.  

Based on the analysis results above, in healthcare there is no software that could help in 

handling big data, evidenced from 130 (58.8%) participants who disagreed, and they 

mostly use HMIS application for analysis and yet it is limited to higher level data 

management analysis like BDA (Ministry of Health, 2015). Hence, analysing data to 

extract value for decision-making is still a challenge in public healthcare (Ohlhorst, 2012; 

Alexandru & Coardos, 2015). Table 27 and 28 below present the participants’ response 

on the technology construct. 
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Table 28: Participants response on infrastructure technology P art 2  construct  

 

 

Table 29: Participants response on option free choice on applications used Part 2b of technology 

construct  

 APP1 APP2 APP3 APP4 APP5 

 

 

Strongly 

Disagree 

Disagree 

Uncertain 

Agree 

Strongly 

Agree 

Total 

Freque

ncy 

Per cent Freq

uenc

y 

Per 

cent 

Frequenc

y 

Per cent Freque

ncy 

Per cent Frequen

cy 

Per cent 

130 58.8 16 7.2 41 18.6 3 1.4 3 1.4 

31 14.0 
12

2 
55.2 3 1.4 4 1.8 3 1.4 

9 4.1 71 32.1 67 30.3 11 5.0 9 4.1 

9 4.1 3 1.4 98 44.3 117 52.9 127 57.5 

42 19.0 9 4.1 12 5.4 86 38.9 79 35.7 

221 100.0 
22

1 
100.0 221 100.0 221 100.0 221 100.0 

 APP6 

HMIS 

Others2 

Frequency Per cent 

200 90.5 
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Total 21 9.5 

221 100.0 
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5.6.7 Examination of BDA Management (BDAMGT)  

Under this latent variable, this study was eliciting participants’ perception on how BDA 

could be managed in terms of using BDA results for management activities such as 

decision-making in managing disease outbreaks. BDAMGT was used to ascertain BDA 

characteristics of veracity, viability, and value. The BDAMGT measurement model has 

four observable variables, labelled from BDAMGT1-BDAMGT4, measured using a five-

point Likert scale.  

The analysis results are as follows: 6 (2.7%) strongly disagreed that they do collaborate 

with different departments in order to get data for analysis, 7 (3.2%) disagreed while 9 

(4.1%), 114 (51.6%), and 85 (38.5%) were uncertain, agreed, and strongly agreed, 

respectively. Also, 4 (1.8%) strongly disagreed that they consolidate segmented data 

used for decision-making, 5 (2.3%) agreed while 43 (19.5%), 159 (71.9%), and 10 (4.5%) 

were uncertain, agreed, and strongly agreed, respectively. Further, 3 (1.4%) strongly 

disagreed that they do share information extracted from analysing the data, 71 (32.1%) 

disagreed while 7 (3.2%), 106 (48.0%), and 34 (15.4) were uncertain, agreed, and 

strongly agreed, respectively. Further still, 5 (2.3%) strongly disagreed that they can 

easily get relevant data for healthcare outcome prediction, 7 (3.2%) disagreed while 112 

(50.7%), 91 (41.2%), and 6 (2.7%) were uncertain, agreed, and strongly agreed, 

respectively. 

Based on the analysis above, this study concludes that BDA Management needs to be 

improved in healthcare due to high results on uncertain, strongly disagree, and disagree 

on indicator BDAMGT4 and BDAMGT1; 112 (50.7%) and 159 (71.9%), respectively. This 
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implies that the high volumes, variety, and velocity received in healthcare data bases 

(HMIS) have not been questioned for their veracity, variability, and viability by the 

healthcare strategic needs (Mazsei & Noble, 2019). Table 30 below presents the 

participants’ responses on the BDA management construct. 
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Table 30: Participants response on BDA management constructs  

5.6.8 Examination of BDA Implementation (BDAIMP)  

This study was finding out the perception of participants on BDA variety and variability 

characteristics, BDA functions and how it is implemented under the BDAIMP 

measurement model. For more information, BDAIMP has four observable variables, 

labelled as BDAIMP1- BDAIMP4, and measured using a five-point Likert scale.  

The analysis results are as follows: out of 221 participants, 20 (9.0%) disagreed that they 

know which Big Data Analytics algorithm works best on healthcare data for healthcare 

outcome prediction, 112 (50.7%) disagreed while 18 (8.1%), 69 (31.2%), and 2 (.9%) 

were uncertain, agreed, and strongly agreed, respectively. Also, 72 (32.6%) disagreed 

 BDAMGT1 BDAMGT2 BDAMGT3 BDAMGT4 

 

 

 

Strongly Disagree 

Disagree 

Uncertain 

Agree 

Strongly Agree 

Total 

Frequency Per cent Frequency Per cent Frequency Per cent Frequency Per cent 

6 2.7 4 1.8 3 1.4 5 2.3 

7 3.2 5 2.3 71 32.1 7 3.2 

9 4.1 43 19.5 7 3.2 112 50.7 

114 51.6 159 71.9 106 48.0 91 41.2 

85 38.5 10 4.5 34 15.4 6 2.7 

221 100.0 221 100.0 221 100.0 221 100.0 
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that the changing nature of data makes it difficult to carry out analysis with BDA tools, 24 

(10.9%) disagreed while 14 (6.3%), 90 (40.7%), and 21 (9.5%) were uncertain, agreed, 

and strongly agreed, respectively. Further, 7 (3.2%) strongly disagreed that BDA helps 

them to ensure proper storage of data for processing and for later use after being 

processed, 6 (2.7%) disagreed while 37 (16.7%), 138 (62.4%), and 33 (14.9%) were 

uncertain, agreed, and strongly agreed, respectively. Further still, 2 (.9%) strongly 

disagreed, 5 (2.3%) disagreed while 19 (8.6%), 120 (54.3%), and 75 (33.5%) were 

uncertain, agreed, and strongly agreed, respectively. 

Based on the analysis results above, BDA implementation is not yet embraced by the 

healthcare system, evidenced by ‘agree’ (90 - 40.7%)) and ‘strongly agree’ (21 - 9.5%) 

on changing nature of data makes it difficult to carry out analysis with BDA tools; and 112 

(50.7%) strongly disagreed that they know which Big Data Analytics algorithm that works 

best (Sagirogive & Sinanc, 2013; Pavlopoulou et al., 2017) on healthcare data for 

healthcare outcome prediction. So, when they are enlightened on the benefits of BDA 

they can develop the practice of using BDA for data management. On that note, 

healthcare systems need some effort to help it select an appropriate algorithm that suites 

their environment (Choi & Varian, 2012). Table 31 below presents the participants’ 

response on BDA implementation constructs. 

Table 31: Participants response on BDA i mplementation constructs  

 BDAIMP1 BDAIMP2 BDAIMP3 BDAIMP4 

 Frequency Per cent Frequency Per cent Frequency Per cent Frequency Per cent 
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Strongly Disagree 

Disagree 

Uncertain 

Agree 

Strongly Agree 

Total 

20 9.0 72 32.6 7 3.2 2 .9 

112 50.7 24 10.9 6 2.7 5 2.3 

18 8.1 14 6.3 37 16.7 19 8.6 

69 31.2 90 40.7 138 62.4 120 54.3 

2 .9 21 9.5 33 14.9 75 33.9 

221 100.0 221 100.0 221 100.0 221 100.0 

5.6.9 Examination of BDA Structure (BDASTRU)  

This measurement model was used to find out the perception of respondents on BDA 

structure in terms of its characteristics of velocity, variety, and volume. BDASTRU has 

four observable variables, labelled as BDASTRU1-BDASTRU, and measured using a 

five-point Likert scale. The statements presented to participants are shown below. 

Out of 221 participants, 24 (10.9%) strongly disagreed that the rate at which health data 

flows in the database makes it hard to use BDA tools, 7 (3.2%) disagreed while 88 

(39.8%), 101 (45.7%), and 1 (.5%) were uncertain, agreed, and strongly agreed, 

respectively. Also, 13 (5.9%) strongly disagreed that different forms of health data make 

it difficult to use BDA tools, 18 (8.1%) disagreed while 24 (10.9%), 74 (33.5%), and 92 

(41.6%) were uncertain, agreed, and strongly agreed, respectively. Further, 21 (9.5%) 

strongly disagreed that the speed at which data is generated allows them to use BDA 

technologies, 2 (.9%) disagreed while 50 (22.6%), 124 (56.1%), and 24 (10.9%) were 

uncertain, agreed, and strongly agreed, respectively. Further still, 24 (10.9%) strongly 

disagreed that the amount of data needed to use BDA is hard to get, 60 (27.1) disagreed 
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while 28 (12.1%), 37 (16.7%), and 72 (32.6%) were uncertain, agreed, and strongly 

agreed, respectively. 

This study concludes that healthcare employees need to be informed about BD 

characteristics of velocity, variety, and volume. Based on the results, participants seem 

not to be aware of the characteristics of BD. Table 32 below presents the participants’ 

response on BDA structure construct. 

Table 32: Participants responses on BDA structure construct  

 BDAIMP1 BDAIMP2 BDAIMP3 BDAIMP4 

 

 

Strongly 

Disagree 

Disagree 

Uncertain 

Agree 

Strongly 

Agree 

Total 

Frequ

ency 

Per cent Frequency Per cent Frequency Per cent Frequency Per cent 

24 10.9 13 5.9 21 9.5 24 10.9 

7 3.2 18 8.1 2 .9 60 27.1 

88 39.8 24 10.9 50 22.6 28 12.7 

101 45.7 74 33.5 124 56.1 37 16.7 

1 .5 92 41.6 24 10.9 72 32.6 

221 100.0 221 100.0 221 100.0 221 100.0 

5.6.10 Examination of BDA Development (BDADEV)  

Under this latent variable, this study was eliciting participants’ perception on how BDA 

was developed in relation to the current MIS capabilities in satisfying public healthcare 
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operational needs. BDADEV has three observable variables, labelled as BDADEV1- 

BDADEV3, which are measured using a five-point Likert scale.  

The results of analysis are as follows: 34 (15.4%) strongly disagreed that BDA is 

compatible with all aspects of data management life cycle (stages of data from collection 

to analysis) in this healthcare system, 13 (5.9%) disagreed while 50 (22.6%), 60 (27.1%), 

and 64 (29.0%) were uncertain, agreed, and strongly agreed, respectively. Also, 20 

(9.0%) strongly disagreed that their computers have sufficient central processing (CPU) 

power that can accommodate BDA software, 56 (25.3%) disagreed while 42 (19.0%), 88 

(39.8%), and 16 (6.8%) were uncertain, agreed, and strongly agreed, respectively. 

Further, 56 (25.3%) strongly disagreed that BDA management activities are related to 

Health Management Information System (HMIS), 5 (2.3%) disagreed while 7 (3.2%), 59 

(26.7%), and 94 (42.5%) were uncertain, agreed, and strongly agreed, respectively.  

Based on the analysis results above BDA development, which in this case is BDA 

software capabilities, is higher compared to the computers in healthcare that have 

insufficient central processing (CPU) power that can accommodate BDA software. This 

is evidenced by the high scores on the ‘agree’ and ‘strongly agree’ responses – 88 

(39.8%) and 16 (6.8%), respectively. Table 33 below shows the participants’ responses 

on the BDA development construct. 
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Table 33: Participants responses on BDA development construct  

 

 

 

 

 

 

 

 

5.6.11 Examination of p rediction of public healthcare outcome (PHCO)  

Under this measurement model, this study was finding out the participants’ perception on 

the viability and value of using BDA in public healthcare. PHCO has six items that are 

measured using a five-point Likert scale. PHCO is labelled from PHCO1-PHCO6.  

The analysis results are as follows: 3 (1.4%) strongly disagreed that Big Data Analytics 

use leads to cost reduction, 34 (15.4%) disagreed while 17 (7.7%), 132 (59.7%), and 35 

(15.8%) were uncertain, agreed, and strongly agreed, respectively. Also, 5 (2.3%) 

strongly disagreed that Big Data Analytics use improves existing values (the way things 

are done), 8 (3.6%) disagreed while 8 (3.6%), 119 (53.8%), and 81 (36.7%) were 

uncertain, agreed, and strongly agreed, respectively. Further, 4 (1.85) strongly disagreed 

that Big Data Analytics makes it easy to manage healthcare outcomes, 19 (8.6%) 

 BDADEV1 BDADEV2 BDADEV3 

 

 

Strongly Disagree 

Disagree 

Uncertain 

Agree 

Strongly Agree 

Total 

Frequency Per cent Frequency Per cent Frequency Per cent 

34 15.4 20 9.0 56 25.3 

13 5.9 56 25.3 5 2.3 

50 22.6 42 19.0 7 3.2 

60 27.1 88 39.8 59 26.7 

64 29.0 15 6.8 94 42.5 

221 100.0 221 100.0 221 100.0 
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disagreed whereas 7 (3.2%), 159 (71.9%), and 32 (14.5%) were uncertain, agreed, and 

strongly agreed, respectively. Further still, 3 (1.4%) disagreed that making sense of data 

is always constructed through their knowledge which enhances decision-making; 9 

(4.1%) disagreed while 15 (6.8%), 112 (50.7%), and 82 (37.1%) were uncertain, agreed, 

and strongly agreed, respectively. Also, 48 (21.7%) strongly disagreed that BDA 

facilitates the process of realizing healthcare objectives by reporting data to analyse 

trends; 7 (3.2%) disagreed while 42 (19.0%), 66 (29.9%), and 58 (26.2%) were uncertain, 

agreed, and strongly agreed, respectively. Further still, 5 (2.3%) strongly disagreed that 

they do bundle data resources (results from analysis) with analytic capabilities for 

strategic decision-making; 20 (9.0%) disagreed while 63 (28.5%), 63 (28.5%), and 70 

(31.7%) were uncertain, agreed, and strongly agreed, respectively. 

Based on the analysis above, I concluded that when organisational performance is 

improved and BDA used, it would lead to improved public healthcare outcome prediction 

(Baskerville & Pries-Heje, 2010; Sivarajah et al.,2017; Mikalef et al., 2017). This is 

evidenced by the analysis results which show high scores on all public health outcome 

prediction indicators (PHCO1-PHCO6). Table 34 below shows the participants’ response 

on the prediction of public healthcare outcome (PHCO) construct. 

Table 34: Participants response on p rediction of public healthcare outcome construct  

 

 PHCO1 PHCO2 PHCO3 PHCO4 PHCO5 

 
Frequency Per cent Frequency Per cent Frequency Per 

cent 

Frequen

cy 

Per 

cent 

Frequen

cy 

Per 

cent 
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Strongly Disagree 

Disagree 

Uncertain 

Agree 

Strongly Agree 

Total 

3 1.4 5 2.3 4 1.8 3 1.4 48 21.7 

34 15.4 8 3.6 19 8.6 9 4.1 7 3.2 

17 7.7 8 3.6 7 3.2 15 6.8 42 19.0 

132 59.7 119 53.8 159 71.9 112 
50.

7 
66 29.9 

35 15.8 81 36.7 32 14.5 82 
37.

1 
58 26.2 

221 100.0 221 100.0 221 
100.

0 
221 

10

0.0 
221 100.0 
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After all the constructs were measured according to participants’ responses, construct 

reliability was done to measure the reliability and internal consistency of the measured 

variables that represent a latent construct (Hair et al., 2006). 

  

 PHCO6 

 

Strongly Disagree 

Disagree 

Uncertain 

Agree 

Strongly Agree 

Total 

Frequency Per cent 

5 2.3 

20 9.0 

63 28.5 

63 28.5 

70 31.7 

221 100.0 
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5.7 Reliability  

Reliability can be of the construct or questionnaire (Babbie, 2013). Construct reliability is 

sometimes referred to as a composite reliability that measures reliability and internal 

consistency of the measured indicator that represents a latent construct (Hair et al., 

2006). Conversely, questionnaire reliability is the degree to which a measuring instrument 

or tool gives consistent results; and a reliability test is the assessment of scores from a 

given set of individuals when administered independently, on a number of occasions 

(Postlethwaite, 2005). This study used the Cronbach’s alpha coefficient test to examine 

the reliability of the construct and questionnaire (Field, 2009).  

Cronbach alpha coefficient ranges from 0 to 1. However, Cronbach alpha coefficient 

greater than or equal to 0.7 shows high reliability (Nunnally & Bernstein, 1994). George 

and Mallery (2003) argue that 0.7 is the lowest acceptable score while 0.8 shows good 

internal consistency, and 0.9 and above indicates high consistency. The reliability test 

was run and the results are shown in Table 35. 

The overall Cronbach alpha coefficient obtained from Section A and Section C variables 

were 0.7 and 0.8, represented in Table 35, which depicts good internal consistency of 

data. Hence this makes the variables good for this study. However, variables that returned 

Cronbach alpha coefficient of 0.5 and below were not included in the development of the 

BDA-PH-PM for public healthcare. This is because the 0.5 and below values are lesser 

than the acceptable scores. Table 35 shows questionnaire variables and their reliability 

analysis scores. 

Table 35: Questionnaire variables and their reliability analysis scores  



250 
 

Variable code Variable per section Cronbach alpha  

 Section A  

 The overall Cronbach alpha coefficient of all variables was 0.8  

STRA1 
Our healthcare strategy allows the interplay between data and 

technology 
.791 

STRA2 
Translating data into decision making, on disease outbreak outcome 

prediction is a challenge 
.795 

STRA3 
Our organisation strategy integrates BDA, disease outbreak outcome 

prediction and management 
.796 

STRA4 
Results from data analysis are incorporated into organisation’s 

strategic planning process 
.785 

STRU1 Big Data Analytics help us to centralise data management activities   .791 

STRU2 
We have rules that govern how conclusions are drawn from the data 

sets 
.792 

STRU3 Big Data Analytics Data flow procedures provide what to be done .792 

STRU4 
We have Big Data Analytics decision ownership (authority) right from 

data collection, processing, storage, and use 
.794 

STRU5 Hospital management structure allows us to learn new things .802 

ORGCUL1 Healthcare roles enable the use of Big Data Analytics .795 

ORGCUL2 
One may not know which algorithm techniques that fit healthcare 

environment 
.809 

ORGCUL3 
The hospital structures can help us predict early disease healthcare 

outcomes in our area of operation 
.799 
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ORGCUL4 
Healthcare operates in unpredictable environment while figuring out 

how to meet healthcare outcomes predictions 
.791 

DSEC1 
We have data security guidelines we follow while dealing with hospital 

data 
.796 

DSEC2 
Health management information systems (HMIS) security  help 

me to ensure data security 
.798 

DSEC3 We have measures that help us ensure security of data .800 

INDR1 Responsible for data management .798 

INDR2 Consulted on which data to collect and analyse .794 

INDR3 Accountable for data collection, storage, and analysis .804 

INDR4 Informed about data analysis results for decision making .803 

INDCAP1 I have the skills of using BDA techniques .787 

INDCAP2 My position allows me to decide on what analysis technology to use .789 

INDCAP3 
To use BDA technologies effectively, an individual must not have only 

the software’s required but also know how to use them 
.791 

INDCAP4 Most people in our facility have the skill to use Big Data Analytics .807 

INDCHA1 
We have data security guidelines we follow while dealing with hospital 

data 
.799 

INDCHA2 
Health management information systems (HMIS) security  help 

me to ensure data security 
.792 

INDCHA3 We have measures that help us ensure security of data .797 

DCLO1 Ministry of health (MOH) managed healthcare facilities .788 



252 
 

DCLO2 Non-governmental organisations (NGOs) .800 

DCLO3 Faith related healthcare centres .802 

DCLO4 Community based organisations (CBO) .804 

DCLO5 Source of data types  .799 

DPRE1 
We have data security guidelines we follow while dealing with hospital 

data 
.799 

DPRE2 
Health management information systems (HMIS) security  help 

me to ensure data security 
.792 

DPRE3 We have measures that help us ensure security of data .798 

DPRE4 Processes of transforming raw data into information .803 

DANAL1 We identify inconsistent data from groups of records .800 

DANAL2 
Analytical software we use allows us to analyse information from 

multiple data base systems at the same time 
.799 

DANAL3 
Patterns in datasets help us to identify correlations that are used for 

predictive analytics 
.792 

DANAL4 
Big Data Analytics provides patterns needed to be interpreted for 

decision making 
.801 

DANAL5 
Experience in data analysis helps to make sense out of data for 

decision making 
.793 

DANAL6 BDA models or algorithms for analysis .746 

DVIS1 
Visualization assists the user to meaningfully interpret analysed 

results 
.794 

DVIS2 We use graphs to visualise results from analysis .795 
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DVIS3 We use tables   to visualise results from analysis .799 

DVIS4 Visualization is used as a form of reporting .794 

DVIS5 
The quality of reporting depends on the users’ perception of analysis 

results 
.819 

DVIS6 
Visualization helps us to clarify on the data right from collection to 

analysis 
.795 

DVIS7 
We put in mind on how to interpret results right from data collection 

to visualization 
.789 

INFRA1 
We have a Big Data Analytics architecture that is followed in our 

operations 
.791 

INFRA2 We have in place high speed computers that help us handle data .812 

INFRA3 
We have a well-established information technology (IT) infrastructure 

in healthcare 
.823 

APP1 We have software that help us handle Big Data .803 

APP2 
The analysis application technology we use is appropriate for their 

intended use of predicting healthcare outcome. 
.804 

APP3 
Data software’s or programs are regularly checked for their 

compliance in relation to intended use of data. 
.802 

APP4 The success of a BDA software depends on its usability .793 

APP5 We use a set of questions to retrieve data from a database .794 

APP6 BDA software’s used .724 

BDAMGT1 
We do collaborate with different departments in order to get data for 

analysis 
.799 
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BDAMGT2 We Consolidate segmented data used for decision making .797 

BDAMGT3 We do share information extracted from analysing the data .802 

BDAMGT4 We can easily get relevant data for healthcare outcome prediction .803 

BDAIMP1 
I know which Big Data Analytics algorithm works best on healthcare 

data for healthcare outcome prediction 
.804 

BDAIMP2 
Changing nature of data makes it difficult to carry out analysis with 

BDA tools 
.805 

BDAIMP3 
BDA helps us to ensure proper storage of data for processing and for 

later use after being processed 
.798 

BDAIMP4 

Implementation of Big Data analytics requires both technical and 

managerial members of an organisation. 

 

.801 

BDASTRU1 
The rate at which health data flows in the database makes it hard to 

use BDA tools 
.799 

BDASTRU2 Different forms of health data make it difficult to use BDA tools .809 

BDASTRU3 
The speed at which data is generated allows us to use BDA 

technologies         
.802 

BDASTRU4 A mount of data needed to use BDA is hard to get .802 

BDADEV1 
BDA Is compatible with all aspects of data management life cycle 

(stages of data from collection to analysis) in this healthcare 
.810 

BDADEV2 
Our computers have sufficient central processing (CPU) power that 

can accommodate BDA soft wares 
.800 
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BDADEV3 
BDA management activities are related to Health management 

information system (HMIS) 
.800 

PHCO1 Big Data Analytics use leads to cost reduction   .803 

PHCO2 
Big Data Analytics use Improves existing values (the way things are 

done) 
.799 

PHCO3 Big Data Analytics makes it easy to manage healthcare outcome. .802 

PHCO4 
Making sense of data is always constructed through our knowledge 

which enhances decision making 
.800 

PHCO5 
BDA facilitates the process of realizing healthcare objectives by 

reporting data to analyses trends 
.811 

PHCO6 
I do bundle data resources (results from analysis) with analytic 

capabilities for strategic decision-making 
.801 

 Section C   

Other BDA 

factors 

Training, Privacy of data, Information sharing, operational cost or 

funding and Value attached to data and research 
.797 

BDA foreseen 

implementation 

challenges 

Staff limited skills, Data interpretation, Government policies 

.798 

 

Table 35 above shows questionnaire variables and their reliability analysis scores format 

with modification adapted from Alaka (2017). 

High Cronbach alpha when deleted shows that the variable is not causative to the inner 

consistency of the data. When the value indicated is high, then variables with high value 

are deleted, increasing the overall reliability of the data (Field, 2009). In this study, 
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variables in Section A contributed positively to the overall reliability, and Section C with 

Cronbach alpha less than 0.7, with 0.525 overall coefficient did not contribute to the 

overall reliability. On that note, Section C variables were not included in the model 

development. 

5.8 Factor analysis  

The conceptual framework described in Section 9.3 was used as a prior since its 

development was due to the factors or challenges extracted already from the literature 

review (Bollen, 2002). So, in this study factor analysis was done as a pre-processing task 

before model or algorithm development by using explanatory factor analysis which is 

assessed using principal component analysis (PCA). 

This study’s focus was on building a BDA-PH-PM for public healthcare. Building models 

with very many questionnaire variables does not work because the optimization essential 

for classification does not join due to too several variables (Alaka, 2017). To reduce on 

the number of variables, I used dimension reduction executed with factor analysis. Factor 

analysis was used to interpret data, and its use is a purpose of my judgement not based 

on a statistical rule (Pallant, 2013). The PCA method and the scree plot were used to 

decide on the number of 14 factors, based on the eigen value greater than 1 which was 

recognized to ascertain the misemployment of the internal consistency reliability (Cliff, 

1998). So, a value of 16 was entered in number of factor box to extract for analysis. 

I used another final factor extraction using the direct oblimin rotation method to extract 

factors that can be used in model development. When using the default setting of 25 

iterations, the rotation did not converge during the initial extraction. Therefore, the 50 
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In addition, Pallant (2013) argues that when KMO is closer to 1 the more the use of factor 

analysis is appropriate. Table 37 presents the total variance of the 14 variables extracted. 

  



259 
 

Table 37: The total variance of the 14 variables extracted  

New 

Variables 

created 

Initial Eigen values 

 

 

  

Extraction sums of squared loading Rotation 

sums of 

squared 

loadingsa 

 Total % of 

Variance 

Cumulative 

% 

Total % of 

Variance 

Cumulative 

% 

Total 

1 12.264 17.033 17.033 12.264 17.033 17.033 17.033 

2 9.893 13.740 30.773 9.893 13.740 30.773 30.773 

3 5.317 7.384 38.158 5.317 7.384 38.158 38.158 

4 4.922 6.836 44.993 4.922 6.836 44.993 44.993 

5 3.944 5.478 50.471 3.944 5.478 50.471 50.471 

6 3.480 4.834 55.305 3.480 4.834 55.305 55.305 

7 2.943 4.088 59.393 2.943 4.088 59.393 59.393 

8 2.655 3.688 63.081 2.655 3.688 63.081 63.081 

9 2.070 2.876 65.957 2.070 2.876 65.957 65.957 

10 1.996 2.773 68.729 1.996 2.773 68.729 68.729 

11 1.552 2.156 70.885 1.552 2.156 70.885 70.885 

12 1.526 2.120 73.006 1.526 2.120 73.006 73.006 

13 1.410 1.958 74.964 1.410 1.958 74.964 74.964 
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                 14 1.110 1.542 76.506 1.110 1.542 76.506 17.033 

Total     76.506   

Extraction method: Principal component analysis 

a. When factors are correlated, sums of squared loadings cannot be added to obtain a total variance 

 

All the extracted factors were above 1 eigen value with the extracted factors representing 

76.506% of total variance in the 6th column in Table 37. The direct oblimin rotated solution 

in the 8th column in the same table returned values that show an even presentation of the 

data for the extracted variables after redistribution, hence giving credit to the variance of 

factors (Pallant, 2013).  

This study used a pattern matrix table attached in Appendix C. Pattern matrix was used 

in SPSS to show indicator or item loading to their own constructs or variables where 

cross-loading indicators are dropped. This showed the selection of variables representing 

each extracted factor, hence factor grouping. Factor grouping is done for convergent and 

discriminant validity which are measured using principal component analysis 

(Bhattacherjee, 2012).   

Convergent validity checks the closeness of the measure relating to the variable it is 

supposed to measure. To have a satisfying converging validity, indicators that belong to 

a given variable are expected to show a factor loading of 0.60 or higher on a single or 

same factor. On the other hand, discriminant validity measures the extent to which a 

measure does not measure the constructs it is not supposed to quantify where the 
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indicators are expected to have a factor loading of 0.30 or less on all other factors, which 

is cross-loading (Bhattacherjee, 2012).  

Questionnaire items on each variable of the BDA-PM with a factor loading of +0.3 and 

above or -0.3 and below were considered as part of offspring of their principal factor 

(Child, 2006). The questionnaire items under the extracted factors were arranged in 

descending order in Table 38 based on the factor loading value. All the questionnaire 

variables in this analysis had the factor loadings within the range.  
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Table 38: The extracted factors and the variables formulated from them  

 

 Questionnaire variables 

used in factor analysis 

Factor 

loading  

Percenta

ge of 

variance 

Eigenvalu

e 

Extracted factor 

assigned name 

Assigned 

variable 

code 

 Offspring variables of 

1st extracted variable  

 17.033 12.264 Strategy NDM1 

 BDAMGT3 -.640     

 BDAIMP2 -.635     

 PHCO1 -.559     

 BDAIMP1 .518     

 PHCO5 -.509     

 BDAMGT4 .490     

 STRU4 .480     

 PHCO4 -.457     

 INDR2 -.439     
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 Offspring variables of 

2nd extracted variable 

 13.740 9.893 Task NDM2 

 DVIS1 .874     

 INFRA2 -.869     

 DVIS2 .837     

 DVIS7 .771     

 INFRA3 -.636     

 APP3 .566     

 APP5 .491     

 DVIS4 .463     

 Offspring variables of 

3rd extracted variable 

 7.384 5.317 Environment NDM3 

 STRA3 -.788     

 STRA1 -.675     

 DSEC1 .649     

 DSEC3 .594     

 ORGCUL1 .547     
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 DVIS3 .534     

 Offspring variables of 

4th extracted variable 

 6.836 4.922 Individual NDM4 

 BDASTRU3 .852     

 APP6a -.803     

 PHCO3 .748     

 PHCO6 .635     

 Offspring variables of 

5th extracted variable 

 5.478 3.944 BDA Structure DM1 

 BDASTRU1 -.907     

 BDASTRU4 -.743     

 APP6 .548     

 STRA2 -.516     

 ORGCUL3 .481     

 BDADEV2 -.462     

 Offspring variables of 

6th extracted variable 

 4.834 3.480 Qualitative variables NDM5 
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 Other BDA factors .743     

 BDA foreseen 

implementation challenges 
.728 

    

       

 Offspring variables of 

7th extracted variable 

 4.088 2.943 BDA management NDM6 

 ORGCUL2 -.767     

 BDAIMP3 .615     

 STRU5 -.598     

 INDCAP1 .594     

 STRA4 .537     

 DSEC2 -.507     

       

 Offspring variables of 

8th extracted variable 

 3.688 2.655 Individual NDM7 

 DSEC2 -.431     

 INDR4 -.735     

 INDR3 -.709     
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 INDCAP3 -.599     

       

 Offspring variables of 

9th extracted variable 

 2.876 2.070 Technology NDM2 

 INDCAP4 .786     

 DCLO2 .754     

 APP4 .537     

 DCLO4 -.530     

 INFRA1 .504     

 DVIS5 -.445     

 Offspring variables of 

10th extracted 

variable 

 2.773 1.996 BDA development DM3 

 BDASTRU2 .675     

 APP2 -.608     

 INDCHA3 .468     
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 Offspring variables of 

11th extracted 

variable 

 2.156 1.552 Prediction of public 

healthcare outcome 

NDM8 

 STRU1 .826     

 APP1 .536     

 INDR1 .432     

 Offspring variables of 12th 

extracted variable 

 2.120 1.526 BDA Development DM4 

 BDADEV3 .773     

 Offspring variables of 13th 

extracted variable 

 1.958 1.410 BDA implementation 

challenges 

NDM9 

 STRU2 .855     

 STRU3 .841     

 ORGCUL4 .773     

 INDCHA2 .530     

 INDCHA1 .417     

 DCLO1 .409     

 Offspring variables of 14th 

extracted variable 

 1.542 1.110 Task DM4 
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 DCLO5c -.730     

 DCLO3 .502     

 

Pattern matrix in SPSS was used to group the indicators to their latent variable (Field, 

2009). The indicators or items that did not meet the criteria of 0.4 were BDAIMP4, 

BDAMGT2, BDAMGT1, PHCO2, and INDCAP2; and indicators that converged on one 

latent variable were APP6, ORGCUL3, DSEC2, APP2, DCLO4, and BDAIMP2. The 

analysis results did not enable me to identify the indicators to their latent variable 

depending on the study framework presented in Section 3.4. This prompted me to carry 

out another analysis using regressions methods in order to reduce the possibility of 

skewed data and multi-collianity in the data set for further analysis (Ullman, 2006). This 

study had to run the confirmatory test analysis using correlations analysis to ascertain the 

relationships amongst the dependent and independent variables. Correlations are 

discussed later in Section 5.10.  

5.9 Confirmatory factor analysis  

After measuring the questionnaire items using respondents’ frequencies in Section 5.7.1 

and PCA for item reduction, questionnaire items were collapsed in order to compute a 

correlation matrix (Pallant, 2013). Then SPSS software was asked if these correlations 

are likely, given a theoretical factor model presented in Figure 9.3, which was used as a 

research framework for this study. In support of the above, I was trying to confirm a model 

by fitting it to the collected data; hence, carrying out a confirmatory factor analysis (CFA) 
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of the factors extracted from literature (Bollen, 2002). Also, CFA allows inferential testing 

of the significance of each factor loading and the complete fit of the model. Inferential 

analysis is believed to be a subordinate of predictive analytics (Russom, 2011; Müller et 

al., 2016). However, CFA does not apply while using SPSS software; it performs better 

with AMOS (Schreiber et al., 2006). This study used correlations to ascertain the 

relationships amongst the dependent and independent variables.  

5.10 Correlations analysis  

This checked the correlation coefficient of the constructs by ascertaining the influence of 

independent to dependent variables and the degree of their relationship and how they 

depend on each other (Pallant, 2005). SPSS software was used to test the Correlation 

Coefficient where a number ranging from -1.00 and +1.00 and the – or + sign shows the 

direction of a relationship, not its strength (Robila, 2006). The negative (-) sign specifies 

a indirect relationship whereas the positive (+) shows a direct relationship between 

constructs, where a coefficient value above 0.80 is considered high while a zero (0) shows 

that there is no relationship between variables (Pallant, 2010). Table 39 below shows the 

correlation matrix of the study constructs.  

  





271 
 

BDADEV 

Pearson 

Correlation 
-.196** -.046 .026 .026 .003 1 .533** .062 .135* -.541** .229** .088 .145* 

Sig. (2-

tailed) 
.003 .500 .701 .701 .966 

 
.000 .359 .045 .000 .001 .194 .031 

N 221 220 221 221 221 221 221 218 220 221 219 221 221 

PHCO 

Pearson 

Correlation 
-.132 -.151* -.083 -.083 .312** .533** 1 -.244** .263** -.365** .391** .302** -.003 

Sig. (2-

tailed) 
.050 .025 .218 .218 .000 .000 

 
.000 .000 .000 .000 .000 .960 

N 221 220 221 221 221 221 221 218 220 221 219 221 221 

Individual 

Pearson 

Correlation 
.428** .767** .232** .232** .040 .062 -.244** 1 .189** -.006 .445** .055 .276** 

Sig. (2-

tailed) 
.000 .000 .001 .001 .555 .359 .000 

 
.005 .931 .000 .420 .000 

N 218 217 218 218 218 218 218 218 217 218 216 218 218 

Environment 

Pearson 

Correlation 
.030 .617** -.189** -.189** -.021 .135* .263** .189** 1 -.247** .360** .201** .302** 

Sig. (2-

tailed) 
.654 .000 .005 .005 .756 .045 .000 .005 

 
.000 .000 .003 .000 

N 220 220 220 220 220 220 220 217 220 220 218 220 220 

Technology 

Pearson 

Correlation 
.359** .032 .410** .410** -.278** -.541** -.365** -.006 -.247** 1 .088 -.220** -.178** 

Sig. (2-

tailed) 
.000 .635 .000 .000 .000 .000 .000 .931 .000 

 
.196 .001 .008 

N 221 220 221 221 221 221 221 218 220 221 219 221 221 

Task 

Pearson 

Correlation 
.546** .538** .359** .359** .016 .229** .391** .445** .360** .088 1 .351** .234** 

Sig. (2-

tailed) 
.000 .000 .000 .000 .817 .001 .000 .000 .000 .196 

 
.000 .000 

N 219 218 219 219 219 219 219 216 218 219 219 219 219 
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Table 39 above shows the picture of this study’s construct linear correlations. The output 

shows that organisation strategy (STRA) has a positive strong significant correlation to 

organisation structure, BDA management, BDA implementation, individual, technology, 

and task with a Pearson correlation of 0.488, 0.253, 0.253, 0.428, and 0.359, respectively 

at 0.001 level (2-tailed), while with a negative strong significant linear correlation to BDA 

development with Pearson correlation of -0.196 at 0.001 level (2-tailed). Organisation 

structure (STRA) has a positive strong significant linear correlation to BDA management, 

BDA implementation, individual, environment, and task, other BDA factors and BDA 

foreseen implementation challenges with a Pearson correlation of 0.175, 0.178, 0.767, 

0.617, 0.538, 0.159, and 0.353, respectively, at 0.001 level (2-tailed). On the other hand, 

organisation structure has a negative weak significant linear correlation to public 

healthcare (PHCO) with a Pearson correlation of -0.196 at 0.005 level (2-tailed). 

Other BDA 

factors 

Pearson 

Correlation 
-.037 .159* -.129 -.129 .375** .088 .302** .055 .201** -.220** .351** 1 .603** 

Sig. (2-

tailed) 
.587 .019 .056 .056 .000 .194 .000 .420 .003 .001 .000 

 
.000 

N 221 220 221 221 221 221 221 218 220 221 219 221 221 

BDA 

foreseen 

implementati

on 

challenges 

Pearson 

Correlation 
-.001 .353** -.092 -.092 .117 .145* -.003 .276** .302** -.178** .234** .603** 1 

Sig. (2-

tailed) 
.982 .000 .173 .173 .081 .031 .960 .000 .000 .008 .000 .000 

 

N 221 220 221 221 221 221 221 218 220 221 219 221 221 

**. Correlation is significant at the 0.01 level (2-tailed). 

*. Correlation is significant at the 0.05 level (2-tailed). 
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BDA management (BDAMGT) has a positive strong significant linear correlation to BDA 

implementation, individual, technology, and task with Pearson correlation of 1.000, 0.232, 

0.410, and 0.359 at 0.001 level (2-tailed) while with a negative strong significant linear 

correlation to DBA structure and environment with a Pearson correlation of -0.340 and -

0.189, respectively, at 0.001 levels (2-tailed). BDA implementation has a positive strong 

significant linear correlation to individual, technology, and task with Pearson correlation 

of 0.232, 0.410, and 0.359 at 0.001 level (2-tailed), respectively, while with a negative 

strong significant linear correlation to BDA structure and environment with Pearson 

correlation of -0.340 and -0.189 at 0.001 level (2-tailed).   

Public healthcare (PHCO) has a positive strong significant linear correlation to 

environment, task, and other BDA factors with a Pearson correlation of 0.263, 0.391, and 

0.3.2 at 0.001 level (2-tailed), respectively, while with a negative strong significant linear 

correlation to individual and technology with a Pearson correlation of -0.244 and -0.365 

at 0.001 level (2-tailed), respectively. Individual has a positive strong significant linear 

correlation to environment, task, and BDA foreseen implementation challenges with a 

Pearson correlation of 0.189, 0.445, and 0.276 at 0.001 level (2-tailed), respectively. 

Environment has a positive strong significant linear correlation to technology, task, and 

other BDA factors with a Pearson correlation of 0.360 and 0.201 at 0.001 level (2-tailed), 

respectively, while with a negative strong significant linear correlation to technology with 

a Pearson correlation of -0.247 at 0.001 level (2-tailed). Task has a positive strong 

significant linear correlation to organisation strategy, organisation structure, BDAMGT, 

BDAIMP, BDADEV, individual, environment, public healthcare, other BDA factors and 

BDA foreseen implementation challenges with a Pearson correlation of 0.546, 0.538, 
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0.359, 0.359, 0.229, 0.445, 0.360, 0.391, 0.351, and 0.234 at 0.001 level (2-tailed).  Other 

BDA factors have a positive strong significant linear correlation to organisation structure, 

BDA structure, environment, task, public healthcare (PHCO), and BDA foreseen 

implementation challenges with a Pearson correlation of 0.159, 0.375, 0.3.2, 0.201, 

0.351, and 0.603, at 0.001 level (2-tailed), respectively, while with a negative strong 

significant linear correlation to technology with a Pearson correlation of -0.220 at 0.001 

level (2-tailed). BDA foreseen challenges have a positive strong significant linear 

correlation to organisation structure, individual, environment, task, and other BDA factors 

with a Pearson correlation of 0.353, 0.276, 0.302, 0.234, and 0.603 at 0.001 level (2-

tailed), respectively, while with a negative strong significant linear correlation to 

technology with a Pearson correlation of -0.178 at 0.001 level (2-tailed). 
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 5.11 Regressions analysis  

This is an SPSS statistical technique categorised into simple regression describing the 

relationship between independent and dependent variables (Babbie, 2013). Conversely, 

multiple regressions are used to measure relationship between multiple independent 

variables (Pallant, 2005). This study used regressions in support of the linear model of 

contingency variables where most studies rely on regressions as a statistical method 

(Weill & Olson, 1989). Furthermore, Weill and Oslon (1989) assert that the better the fit 

between the contingency variables, the design or development and the use of MIS, the 

better the organisational performance. In extending Weill and Oslon (1989) assertions, 

this study’s independent factors as contingency variables of the public healthcare 

organisation are mediated by the MIS (BDA) variable to achieve the dependent variable 

which was identified as prediction of healthcare outcome.  

Raina and Shif (2015) add that regressions also depict a model fit. Based on the 

correlations results in Table 40.5 above and other scholars’ contributions, such as Weill 

and Oslon (1989) and Raina and Shif (2015), BDA strategy, BDA structure, individual, 

tasks, environment, technology, and qualitative variables of other factors that could show 

the use of BDA and BDA foreseen implementation challenges were tested in this study 

using multiple regression. I was aiming at predicting the outcome on Prediction of public 

healthcare outcome as a dependent variable. I had to explore the relationship between 

variables that were used in an ideal study from real life (healthcare employees) created 

from 221 participants’ responses from the collected data, hence the delivered information 

about a planned conceptual or research framework of BDA presented in Figure 9.3. Table 
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40 represents regression analysis summary showing independent variables, which are 

predictors used to predict public healthcare outcome as dependent variable. 
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������������ ����� ���������������� ������������ ����� ���������������� ������������ ����� ���������������� ������������ ����� �������������� �D�Q�G�� ������������

����� �������������� �Z�K�H�U�H�� �H�Q�Y�L�U�R�Q�P�H�Q�W���� �'�%�$�� �V�W�U�X�F�W�X�U�H�� �D�Q�G�� �%�'�$�� �G�H�Y�H�O�R�S�P�H�Q�W�� �Z�H�U�H�� �V�W�D�W�L�V�W�L�F�D�O�O�\��

�D�F�F�H�S�W�H�G�� �Z�L�W�K�� ���S� ���������������������������� ���S� ������������������������, �D�Q�G�� ���S� ������������������������, respectively, 

while BDA implementation and other BDA factors were statically not accepted with 

���S� ���������������������������D�Q�G�����S� ������������������������, respectively. 

The constructs of strategy, structure, individual, technology, and BDA foreseen 

implementation challenges contributed negatively with -������������ ����� -0.114), -������������ ����� -

0.603), -������������ ����� -0.099), -�������������� ����� -0.008), and -������������ ����� -0.138). Structure and 

BDA foreseen implementation challenges were statistically accepted with 

���S� ���������������������������D�Q�G�����S� ������������������������, respectively, whereas Individual and technology 

�Z�H�U�H�� �Q�R�W�� �V�W�D�W�L�V�W�L�F�D�O�O�\�� �D�F�F�H�S�W�H�G�� �Z�L�W�K�� ���S� ���������������������������� ���S� ������������������������, and 

���S� ���������������������������� �&�R�Q�Y�H�U�V�H�O�\�� ���� �Dnd – sign before a number does not determine the 

strength of a construct relationship but just shows the direction in which it travels (Pallant, 

2005). On that note, strategy, structure, and BDA foreseen implementation challenges 

variables showed a significant relationship towards predicting public healthcare outcome 

in public healthcare. 

Alternatively, some variables had no significant influence to the general model of 

predicting public healthcare outcome in public healthcare. These included technology, 

individual, BDA implementation, and other factors with a per cent value of -0.08%, -

0.99%, 0.79%, 0.28%, �D�Q�G���D���E�H�W�D���Y�D�O�X�H���R�I����� -����������������� -����������������� ����������, �D�Q�G����� ����������, 

respectively.  



280 
 

Table 41 shows the significant correction was high which was based on multicollinearity 

with a cut-off point of 10 which proposes that there is a high correlation between 

independent variables. Basing on the regression results above, there was no 

multicollinearity for the reason that VIF was below 10 and tolerance was above 10; as 

regression shows the relationship amongst independent and dependent variables as 

were used to test systematic hypothesis about relationships between variables (Isinkaye 

et al., 2015). 

5.12 Hypothesis testing  

Hypotheses are a logical supposition with a substantive link to literature and theories. 

They were used to guide the investigation of the research problem. Based on the results 

of Table 40 and Table 41 which are a summary of the regression analysis model and 

correlation table of results, respectively, where hypotheses were gathered the hypotheses 

portrayed the importance of each construct in predicting public healthcare outcome in 

public healthcare. Table 42 below shows the results of hypotheses testing and their 

significant value.  

Table 42: Hypothes es test results  

Constructs  Hypotheses  Significance  

(P Value)  

Results  

Strategy (H1)  

 

 

 
H1a Strategy will positively influence Big Data analytics 

management for the prediction of public healthcare 

outcome 
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H1b Strategy will positively influence Big Data analytics 

implementation for the prediction of public healthcare 

outcome 

 

���S� ������������������������ 

 

Rejected 

H1c Strategy will positively influence Big Data analytics 

structure for the prediction of public healthcare outcome 

 

H1d Strategy will positively influence Big Data analytics 

development for the prediction of public healthcare 

outcome 

Structure (H2)  

 

 

 

�S� ���������������������� 

 

 

 

 

Accepted 

H2a Structure will positively influence Big Data analytics 

management for public healthcare outcome prediction 

 

H2b Structure will positively influence Big Data analytics 

implementation for public healthcare outcome prediction 

H2c Structure will positively influence Big Data analytics 

structure for public healthcare outcome prediction  

 

H2d Structure will positively influence Big Data analytics 

development for public healthcare outcome prediction 

Environment 

(H3) 

  

 

 

 
H3a Organisation culture 
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H3ai. Organisation culture will positively influence Big Data 

analytics management for public healthcare outcome 

prediction 

 

 

���S� ������������������������ 

 

 

Accepted H3aii Organisation culture will positively influence Big Data 

analytics implementation for public healthcare outcome 

prediction 

H3aiii Organisation culture will positively influence Big Data 

analytics structure for public healthcare outcome prediction 

Data security will positively influence Big Data analytics 

management for public healthcare outcome prediction 

H3aiv Organisation culture will positively influence Big Data 

analytics development for public healthcare outcome 

prediction 

Data security (H3b) 

H3bi Data security will positively influence Big Data analytics 

management for public healthcare outcome prediction 

H3bii Data security will positively influence Big Data analytics 

implementation for public healthcare outcome prediction 

H3biii Data security will positively influence Big Data analytics 

structure for public healthcare outcome prediction 

  

H3biv Data security will positively influence Big Data analytics 

development for public healthcare outcome prediction 

  

Individual (H4)   

H4a Individual roles 
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H4ai Individual roles will positively influence Big Data analytics 

management for public healthcare outcome prediction 

 

 

 

 

 

 

���S� ������������������������ 

 

 

 

 

 

Rejected  

H4aii Individual roles will positively influence Big Data analytics 

implementation for public healthcare outcome prediction 

 

H4aiii Individual roles will positively influence Big Data analytics 

structure for public healthcare outcome prediction 

 

H4aiv Individual roles will positively influence Big Data analytics 

development for public healthcare outcome prediction 

 

4b Individual capabilities 

H4ai Individual capabilities will positively influence Big Data 

analytics management for public healthcare outcome 

prediction 

H4aii Individual capabilities will positively influence Big Data 

analytics implementation for public healthcare outcome 

prediction 

H4aiii Individual capabilities will positively influence Big Data 

analytics structure for public healthcare outcome prediction 

H4aiv Individual capabilities will positively influence Big Data 

analytics development for public healthcare outcome 

prediction 
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4c Individual characteristics 

H4ci Individual characteristics will positively influence Big Data 

analytics management for public healthcare outcome 

prediction 

H4cii Individual characteristics will positively influence Big Data 

analytics implementation for public healthcare outcome 

prediction 

H4ciii Individual characteristics will positively influence Big Data 

analytics structure for public healthcare outcome prediction 

H4civ Individual characteristics will positively influence Big Data 

analytics development for public healthcare outcome 

prediction 

Task (H5)  

 

 

 

 

 

 

 

 

 

 

 

 

 

H5a Data collection 

H5ai The data collected will positively influence Big Data 

analytics management for     influence public healthcare 

outcome prediction 

H5aii The data collected will positively influence Big Data 

analytics implementation for     influence public healthcare 

outcome prediction 

H5aiii The data collected will positively influence Big Data 

analytics structure for     influence public healthcare 

outcome prediction 
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H5aiv The data collected will positively influence Big Data 

analytics development for     influence public healthcare 

outcome prediction 

 

 

 

 

= �������������������������� 

 

 

 

 

Accepted 

5b Data Pre-processed 

H5ai The data pre-processed will positively influence Big Data 

analytics management for influence public healthcare 

outcome prediction 

 

H5aii The data pre-processed will positively influence Big Data 

analytics implementation for influence public healthcare 

outcome prediction 

 

 

 

H5aiii 

The data pre-processed will positively influence Big Data 

analytics structure for influence public healthcare outcome 

prediction 

 

H5aiv The data pre-processed will positively influence Big Data 

analytics development for influence public healthcare 

outcome prediction 

 

H5c Data analysis 

H5ci Data analysis techniques used will positively influence Big 

Data analytics management for influence public healthcare 

outcome prediction 
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H5cii Data analysis techniques used will positively influence Big 

Data analytics implementation for influence public 

healthcare outcome prediction 

 

H5ciii Data analysis techniques used will positively influence Big 

Data analytics structure for influence public healthcare 

outcome prediction 

 

H5civ Data analysis techniques used will positively influence Big 

Data analytics development for influence public healthcare 

outcome prediction 

 

5d Data visualization 

H5di Data visualization abilities will positively influence Big Data 

analytics management for influence public healthcare 

outcome prediction 

H5dii Data visualization abilities will positively influence Big Data 

analytics implementation for influence public healthcare 

outcome prediction 

H5diii Data visualization abilities will positively influence Big Data 

analytics structure for influence public healthcare outcome 

prediction 
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H5div Data visualization abilities will positively influence Big Data 

analytics development for influence public healthcare 

outcome prediction 

Technology (H6)  

 

 

 

 

 

 

 

 

���S� ������������������������ 

 

 

 

 

 

 

 

 

 

Rejected 

H6a Technological infrastructure 

 

H6ai 

The technological infrastructure used will positively 

influence Big Data analytics management for public 

healthcare outcome prediction 

H6aii The technological infrastructure will positively influence Big 

Data analytics implementation for public healthcare 

outcome prediction  

 

H6aiii The technological infrastructure will positively influence Big 

Data analytics structure for public healthcare outcome 

prediction  

 

H6aiv The technological infrastructure will positively influence Big 

Data analytics development for public healthcare outcome 

prediction  

 

H6b Technological application  

H6bi The technological application used will positively influence 

Big Data analytics management for public healthcare 

outcome prediction 
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H6bii The technological application will positively influence Big 

Data analytics implementation for public healthcare 

outcome prediction 

H6biii The technological infrastructure will positively influence Big 

Data analytics structure for public healthcare outcome 

prediction 

H6biv The technological application will positively influence Big 

Data analytics Development for public healthcare outcome 

prediction 

MIS (BDA) variables  

 

BDA 

management  

(H7a) 

Big Data analytics management will positively 

influence public healthcare outcome prediction. 

 

 

BDA 

implementation 

(H7b) 

Big Data analytics implementation will positively 

influence public healthcare outcome prediction 

���S� ���������������������� Rejected 

BDA structure 

(H7c) 

Big Data analytics structure will positively 

influence public healthcare outcome prediction  

 

���S� ���������������������� Accepted 

BDA 

development 

(H7d) 

Big Data analytics development will positively 

influence public healthcare outcome prediction 

 

�S� ���������������������� Accepted 
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The construct in Table 43 above was excluded statistically because it had reached the 

collinearity limit of .000. So, BDAMGT was not included in BDA-PM development for 

public healthcare. The next section was about BDA PM development. 

In MIS research, the above structural model analysis from theoretical framework would 

have been enough to identify the variables or challenges that affect early prediction of 

healthcare outcome in public health. However, for the study to be considered as DSR, 

the study must produce a scientific solution that is assumed to be in position to solve the 

targeted population social or management problem (Vaishnavi et al., 2017). Moreover, 

Muller et al. (2016) argues that IS researchers have to extend their reporting using 

statistical techniques including methods that go further than hypotheses testing. 

Furthermore, Muller et al. (2016) mention that data mining, machine learning algorithms, 

and graphical methods for visualization should be used. Based on the above, this study 

went an extra mile to develop a BDA PH PM from AI machine learning algorithms, after 

pre-processing data mining techniques are used such as summarizing, selecting, and 

averaging the data collected (Khan, 2018) from the audience intended to benefit from the 

developed model (Choi & Varian, 2012). Lastly, this study visualised the machine learning 

algorithm results through the use of graphs for easy interpretation. Therefore, this study 

used a positivists position or stand by using measurements to seek implementable 

solution to the real problem of healthcare outcome predictions (Loez & Petter, 2018). To 

achieve the above, this study wet through a model development process.  
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5.13 Variable selection  

The variables were selected where only the accepted variables are considered. Table 44 

shows a complete data and non-data management variable used in developing BDA-PM. 

Table 44: A complete d ata and non- data management variable used in developing BDA -PH-PM 

Variable category Serial number Variable name Variable code assigned 

Non data management  1 Structure NDM1 

Non data management 2 BDA structure NDM2 

Data management 3 BDA development DM1 

Non data management 4 Environment NDM3 

Data management 5 Task DM2 

Non data management 6 BDA foreseen 

implementation challenges 

NDM4 

 

Table 44 above presents four non-data management and two data management variables 

that were identified.    

5.14 MODEL DEVELOPMENT 

This study used a DSR approach as a methodology. DSR is considered to be appropriate 

when an artefact is developed and tested (Shresha et al., 2018). An artefact can be a 

research methodology or an IT/IS artefact (Herwix & Christoph, 2018). In this study, the 

DSR artefact is the IT/IS artefact of BDA, and it is very important for an interaction 
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between a DSR artefact and the social structures (Loez & petter, 2018). The social 

structures in this study are the public healthcare institutions. Further, Loez and Petter 

(2018) add that the interaction occurs during field data collection. In this study, data was 

collected from healthcare employees focusing on their perceptions rather than their 

responses (Brunk, 2012). This was practically done in this study by using contingency 

theory to harmonise IS artefact and social structures (Loez & petter, 2018). 

In this study, factor analysis was used to decrease a number of elements that can be 

used in model development (Alaka, 2017). Factor analysis shows latent variables patterns 

with observed variables (Schreiber, 2006). So, this study used factor analysis to group 

latent variables to observ variables they relate to best hence performing dimension 

reduction. This is also data pre-processing. Alaka (2017) asserts that dimension reduction 

is done to decrease the number of variables. Furthermore, Alaka elaborates that many 

questionnaire variables do not work because the optimization requirements for 

classification do not join due to too several variables. So to reduce the number of 

variables, explorative factor analysis was done.  

SPSS software was used to carryout explorative factor analysis where the principal 

component analysis method used (Alaka, 2017). PCA method resulted in a total of 14 

factors. Factor loading, eigenvalues, and percentage of variance were identified as a 

process of measurement model in order to identify variables for model development. The 

rotated factor analysis matrix was used to identify variables with their categories 

according to the study framework. However, this study could not map the questionnaire 

items to their categories. The items were scattered in all construct categories. As a result, 

regression analysis was used to identify the accepted and rejected constructs that were 
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used in model development. The next section discusses variable selection used as part 

of model development (Torgo, 2011). The variable selection includes Linear model (LM), 

Backward selection, Forward selection, and Stepwise selection. 

5.25.1 Linear model (LM)  

LM is a supervised machine learning technique used to handle regression problems 

where the target variable is continuous (numerical) (Bishop, 2007). This study used LM 

to ascertain the linear relationship of independent variables to dependent ones. The target 

variable was PHCO which is numerical at this level of analysis. The results show BDAIMP 

was also dropped due to multicollinearity (Tomaschek et al., 2018). Kock and Lynn (2012) 

assert that in multicollinearity a multiple regression shows linearly prediction from other 

variables using one predictor variable. So BDAIMP was not considered for further 

analysis. The R code used and the results are presented below: 

> PH=lm(PHCO~.,data = studydata) 

> summary (PH) 

Call: 

lm(formula = PHCO ~ ., data = studydata) 

Residuals: 

    Min      1Q  Median      3Q     Max  

-3.7668 -0.8615  0.1390  0.9462  2.9150  

Coefficients: (1 not defined because of singularities) 
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            Estimate Std. Error t value Pr(>|t|)     

(Intercept)  2.26513    2.34584   0.966   0.3353     

STRU        -0.49637    0.06653  -7.460 2.19e-12 *** 

ENVT         0.42251    0.05502   7.679 5.81e-13 *** 

IND         -0.06828    0.05178  -1.319   0.1887     

�7�6�.�����������������������������������������������������������������������������������H-16 *** 

TECH        -0.03207    0.03210  -0.999   0.3188     

BDMGT        0.25243    0.09672   2.610   0.0097 **  

BDAIMP            NA         NA      NA       NA     

�%�'�$�6�7�5�8���������������������������������������������������������������������������H-16 *** 

BDADEV       0.48639    0.07930   6.134 4.15e-09 *** 

-- 

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 

Residual standard error: 1.276 on 212 degrees of freedom 

Multiple R-squared:  0.7408, Adjusted R-squared:  0.731  

F-statistic: 75.75 on 8 and 212 DF,  p-�Y�D�O�X�H���������������H-16 
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In the next analysis after BDAIMP dropped, lm function was run again and the summary 

of PH object was run which returned the results below:  

PH=lm(PHCO~.,data = studydata) 

> summary (PH) 

Call: 

lm(formula = PHCO ~ ., data = studydata) 

Residuals: 

    Min      1Q  Median      3Q     Max  

-3.7668 -0.8615  0.1390  0.9462  2.9150  

Coefficients: 

            Estimate Std. Error t value Pr(>|t|)     

(Intercept)  2.26513    2.34584   0.966   0.3353     

STRU        -0.49637    0.06653  -7.460 2.19e-12 *** 

ENVT         0.42251    0.05502   7.679 5.81e-13 *** 

IND         -0.06828    0.05178  -1.319   0.1887     

�7�6�.�����������������������������������������������������������������������������������H-16 *** 

TECH        -0.03207    0.03210  -0.999   0.3188     

BDMGT        0.25243    0.09672   2.610   0.0097 **  
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�%�'�$�6�7�5�8���������������������������������������������������������������������������H-16 *** 

BDADEV       0.48639    0.07930   6.134 4.15e-09 *** 

--- 

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 

Residual standard error: 1.276 on 212 degrees of freedom 

Multiple R-squared:  0.7408, Adjusted R-squared:  0.731  

F-statistic: 75.75 on 8 and 212 DF, p-�Y�D�O�X�H���������������H-16 

5.25.2 Backward selection  

Using the backward variable selection, three iterations were returned. In the first iteration 

an AIC of 116.56 was set as starting point. The process started with an equation of 

PHCO~STRU+ENVT+IND+TSK+TECH+BDAMGT+BDASTRU+BDADEV. The system 

returned -TECH and- IND removed with 1 degree of freedom (df), 1.626 sum sq, 115.60, 

, and 116.37 AIC, respectively and a stop was put indicating Residual sum of squire (RSS) 

of 345.21 and AIC 116.37.  

In iteration 2 started at AIC 115.6 with an equation of PHCO ~ STRU + ENVT + IND + 

TSK + BDMGT + BDASTRU + BDADE. Only -IND was removed with Df of 1, Sum of Sq 

of 2.232,   RSS of 349.07, AIC of 115.02. a stop was put when reached at RSS and AIC 

of 346.84 115.60, respectively. The third interaction started at 115.02 AIC showing that 

PHCO is influenced by STRU, ENVT, TSK, BDMGT, BDASTRU and BDADEV with a 

model equation of PHCO ~ STRU + ENVT + TSK + BDMGT + BDASTRU + BDADEV. 
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The results showed no value of Df and Sum of Sq however showed RSS and   AIC with 

349.07 and 115.02 values, respectively. The backward selection concludes that PHCO 

was influenced by STRU, ENVT, TSK, BDMGT, BDASTRU and BDADEV with their 

coefficients of -0.5672, 0.4733, 0.615, 0.2497, 0.3802, and 0.5089, respectively - all 

intercepting at -0.3286. The results of backward variable selection are presented below: 

 

> back_aic=step(PH,direction = "backward") 

Start:  AIC=116.56 

PHCO ~ STRU + ENVT + IND + TSK + TECH + BDMGT + BDASTRU + BDADEV 

 

          Df Sum of Sq    RSS    AIC 

- TECH     1     1.626 346.84 115.60 

- IND      1     2.831 348.04 116.37 

<none>                 345.21 116.56 

- BDMGT    1    11.092 356.30 121.55 

- BDADEV   1    61.260 406.47 150.66 

- STRU     1    90.631 435.84 166.08 

- ENVT     1    96.024 441.23 168.80 

- BDASTRU  1   150.840 496.05 194.68 

- TSK      1   174.248 519.46 204.87 

 

Step:  AIC=115.6 

PHCO ~ STRU + ENVT + IND + TSK + BDMGT + BDASTRU + BDADEV 

 

          Df Sum of Sq    RSS    AIC 

- IND      1     2.232 349.07 115.02 

<none>                 346.84 115.60 

- BDMGT    1     9.708 356.54 119.70 

- STRU     1    94.711 441.55 166.96 

- ENVT     1   108.310 455.15 173.66 
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- BDADEV   1   109.737 456.57 174.35 

- BDASTRU  1   171.957 518.79 202.59 

- TSK      1   177.142 523.98 204.79 

 

Step:  AIC=115.02 

PHCO ~ STRU + ENVT + TSK + BDMGT + BDASTRU + BDADEV 

 

          Df Sum of Sq    RSS    AIC 

<none>                 349.07 115.02 

- BDMGT    1     11.92 360.99 120.44 

- BDADEV   1    110.68 459.75 173.88 

- TSK      1    174.97 524.03 202.81 

- BDASTRU  1    183.03 532.10 206.19 

- ENVT     1    200.15 549.22 213.19 

- STRU     1    358.80 707.87 269.26 

> extractAIC(back_aic) 

[1]   7.0000 115.0199 

> 

 

> coef(back_aic) 

(Intercept)        STRU        ENVT         TSK       BDMGT     BDASTRU      

BDADEV  

 - 0.3286387  - 0.5671772   0.4732807   0.6158061   0.2496943   0.3801929   

0.5089308  

> summary(back_aic)$adj.r.squared 

[1] 0.7305749 

> 

 

 5.25.3 Forward selection 

#Forward selection 

> PHfit=lm(PHCO~1,data = studydata) 
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> summary(PHfit) 

 

Call: 

lm(formula = PHCO ~ 1, data = studydata) 
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Residuals: 

    Min      1Q  Median      3Q     Max  

-4.8643 -1.8643  0.1357  2.1357  4.1357  

 

Coefficients: 

            Estimate Std. Error t value Pr(>|t|)     

(Intercept)  22.8643     0.1655   138.1   <2e-16 *** 

--- 

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 

 

Residual standard error: 2.461 on 220 degrees of freedom 

 

> step(PHfit,direction = "forward") 

Start:  AIC=398.96 

PHCO ~ 1 

 

 

Call: 

lm(formula = PHCO ~ 1, data = studydata) 

 

Coefficients: 

(Intercept)   

      22.86   

 

> step(PHfit,direction = "forward",scope = formula(PH)) 

Start:  AIC=398.96 

PHCO ~ 1 

 

          Df Sum of Sq     RSS    AIC 

+ BDADEV   1    377.86  954.07 327.23 

+ TSK      1    194.89 1137.04 366.00 
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+ TECH     1    177.45 1154.48 369.37 

+ BDASTRU  1    130.05 1201.88 378.26 

+ ENVT     1     91.68 1240.25 385.20 

+ IND      1     76.98 1254.95 387.81 

+ STRU     1     30.29 1301.64 395.88 

<none>                 1331.93 398.96 

+ BDMGT    1      9.23 1322.70 399.43 

 

Step:  AIC=327.23 

PHCO ~ BDADEV 

 

          Df Sum of Sq    RSS    AIC 

+ BDASTRU  1   128.784 825.29 297.18 

+ IND      1    99.920 854.15 304.78 

+ TSK      1    96.660 857.41 305.62 

+ ENVT     1    48.394 905.68 317.72 

+ STRU     1    22.227 931.84 324.02 

+ BDMGT    1    12.560 941.51 326.30 

+ TECH     1    11.138 942.93 326.63 

<none>                 954.07 327.23 

 

Step:  AIC=297.18 

PHCO ~ BDADEV + BDASTRU 

 

        Df Sum of Sq    RSS    AIC 

+ IND    1   109.329 715.96 267.78 

+ TSK    1    94.574 730.71 272.29 

+ ENVT   1    51.768 773.52 284.87 

+ STRU   1    30.500 794.79 290.86 

<none>               825.29 297.18 

+ TECH   1     0.173 825.11 299.14 

+ BDMGT  1     0.114 825.17 299.15 
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Step:  AIC=267.78 

PHCO ~ BDADEV + BDASTRU + IND 

 

        Df Sum of Sq    RSS    AIC 

+ TSK    1   250.105 465.85 174.80 

+ ENVT   1    84.790 631.17 241.92 

+ STRU   1    13.327 702.63 265.62 

+ BDMGT  1     9.789 706.17 266.73 

<none>               715.96 267.78 

+ TECH   1     0.806 715.15 269.53 

 

Step:  AIC=174.8 

PHCO ~ BDADEV + BDASTRU + IND + TSK 

 

        Df Sum of Sq    RSS    AIC 

+ ENVT   1   24.3060 441.55 164.96 

+ TECH   1   15.2697 450.58 169.44 

+ STRU   1    5.5362 460.32 174.16 

<none>               465.85 174.80 

+ BDMGT  1    3.9568 461.90 174.92 

 

Step:  AIC=164.96 

PHCO ~ BDADEV + BDASTRU + IND + TSK + ENVT 

 

        Df Sum of Sq    RSS    AIC 

+ STRU   1    85.003 356.54 119.70 

+ TECH   1     5.222 436.33 164.33 

<none>               441.55 164.96 

+ BDMGT  1     0.000 441.55 166.96 

 

Step:  AIC=119.7 
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PHCO ~ BDADEV + BDASTRU + IND + TSK + ENVT + STRU 

 

        Df Sum of Sq    RSS    AIC 

+ BDMGT  1    9.7081 346.84 115.60 

<none>               356.54 119.70 

+ TECH   1    0.2421 356.30 121.55 

 

Step:  AIC=115.6 

PHCO ~ BDADEV + BDASTRU + IND + TSK + ENVT + STRU + BDMGT 

 

       Df Sum of Sq    RSS    AIC 

<none>              346.84 115.60 

+ TECH  1    1.6262 345.21 116.56 

 

Call: 

lm(formula = PHCO ~ BDADEV + BDASTRU + IND + TSK + ENVT + STRU +  

    BDMGT, data = studydata)  

 

Coefficients: 

(Intercept)       BDADEV      BDASTRU          IND          TSK         ENVT   

    1.10989      0.53205      0.37336     -0.05981      0.62240      0.43568   

       STRU        BDMGT   

   -0.50404      0.22928   

 

> forward_aic=step(PH,direction = "forward") 

Start:  AIC=116.56 

PHCO ~ STRU + ENVT + IND + TSK + TECH + BDMGT + BDASTRU + BDADEV 

 

> extractAIC(forward_aic) 

[1]   9.0000 116.5633 

 

> coef(forward_aic) 
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(Intercept)        STRU        ENVT         IND         TSK        TECH       

BDMGT  

 2.26513176 - 0.49636978  0.42251273 - 0.06828011  0.63795914 -0.03207443  

0.25242664  

    BDASTRU      BDADEV  

 0.36317732  0.48638610  

> summary(forward_aic)$adj.r.squared 

[1] 0.7310395 

> 

  

5.25.4 Stepwise selection  

> 

# Stepwise selection 

> step(PHfit, direction = "both", scope=formula(PH)) 

Start:  AIC=398.96 

PHCO ~ 1 

 

          Df Sum of Sq     RSS    AIC 

+ BDADEV   1    377.86  954.07 327.23 

+ TSK      1    194.89 1137.04 366.00 

+ TECH     1    177.45 1154.48 369.37 

+ BDASTRU  1    130.05 1201.88 378.26 

+ ENVT     1     91.68 1240.25 385.20 

+ IND      1     76.98 1254.95 387.81 

+ STRU     1     30.29 1301.64 395.88 

<none>                 1331.93 398.96 

+ BDMGT    1      9.23 1322.70 399.43 

 

Step:  AIC=327.23 

PHCO ~ BDADEV 
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          Df Sum of Sq     RSS    AIC 

+ BDASTRU  1    128.78  825.29 297.18 

+ IND      1     99.92  854.15 304.78 

+ TSK      1     96.66  857.41 305.62 

+ ENVT     1     48.39  905.68 317.72 

+ STRU     1     22.23  931.84 324.02 

+ BDMGT    1     12.56  941.51 326.30 

+ TECH     1     11.14  942.93 326.63 

<none>                  954.07 327.23 

- BDADEV   1    377.86 1331.93 398.96 

 

Step:  AIC=297.18 

PHCO ~ BDADEV + BDASTRU 

 

          Df Sum of Sq     RSS    AIC 

+ IND      1    109.33  715.96 267.78 

+ TSK      1     94.57  730.71 272.28 

+ ENVT     1     51.77  773.52 284.87 

+ STRU     1     30.50  794.79 290.86 

<none>                  825.29 297.18 

+ TECH     1      0.17  825.11 299.14 

+ BDMGT    1      0.11  825.17 299.15 

- BDASTRU  1    128.78  954.07 327.23 

- BDADEV   1    376.59 1201.88 378.26 

 

Step:  AIC=267.78 

PHCO ~ BDADEV + BDASTRU + IND 

 

          Df Sum of Sq     RSS    AIC 

+ TSK      1    250.11  465.85 174.80 

+ ENVT     1     84.79  631.17 241.92 
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+ STRU     1     13.33  702.63 265.62 

+ BDMGT    1      9.79  706.17 266.73  

<none>                  715.96 267.78 

+ TECH     1      0.81  715.15 269.53 

- IND      1    109.33  825.29 297.18 

- BDASTRU  1    138.19  854.15 304.78 

- BDADEV   1    400.61 1116.57 363.99 

 

Step:  AIC=174.8 

PHCO ~ BDADEV + BDASTRU + IND + TSK 

 

          Df Sum of Sq    RSS    AIC 

+ ENVT     1    24.306 441.55 164.96 

+ TECH     1    15.270 450.58 169.44 

+ STRU     1     5.536 460.32 174.16 

<none>                 465.85 174.80 

+ BDMGT    1     3.957 461.90 174.92 

- BDASTRU  1   141.426 607.28 231.39 

- TSK      1   250.105 715.96 267.78 

- BDADEV   1   256.882 722.74 269.86 

- IND      1   264.860 730.71 272.29 

 

Step:  AIC=164.96 

PHCO ~ BDADEV + BDASTRU + IND + TSK + ENVT 

 

          Df Sum of Sq    RSS    AIC 

+ STRU     1    85.003 356.54 119.70 

+ TECH     1     5.222 436.33 164.33 

<none>                 441.55 164.96 

+ BDMGT    1     0.000 441.55 166.96 

- ENVT     1    24.306 465.85 174.80 

- BDASTRU  1   144.512 586.06 225.53 
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- TSK      1   189.621 631.17 241.92 

- BDADEV   1   245.241 686.79 260.58 

- IND      1   271.228 712.77 268.79 

 

Step:  AIC=119.7 

PHCO ~ BDADEV + BDASTRU + IND + TSK + ENVT + STRU 

 

          Df Sum of Sq    RSS    AIC 

+ BDMGT    1     9.708 346.84 115.60 

<none>                 356.54 119.70 

- IND      1     4.449 360.99 120.44 

+ TECH     1     0.242 356.30 121.55 

- STRU     1    85.003 441.55 164.96 

- ENVT     1   103.773 460.32 174.16 

- BDADEV   1   117.143 473.69 180.49 

- BDASTRU  1   173.074 529.62 205.15 

- TSK      1   243.976 600.52 232.92 

 

Step:  AIC=115.6 

PHCO ~ BDADEV + BDASTRU + IND + TSK + ENVT + STRU + BDMGT 

 

          Df Sum of Sq    RSS    AIC 

- IND      1     2.232 349.07 115.02 

<none>                 346.84 115.60 

+ TECH     1     1.626 345.21 116.56 

- BDMGT    1     9.708 356.54 119.70 

- STRU     1    94.711 441.55 166.96 

- ENVT     1   108.310 455.15 173.66 

- BDADEV   1   109.737 456.57 174.35 

- BDASTRU  1   171.957 518.79 202.59 

- TSK      1   177.142 523.98 204.79 
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Step:  AIC=115.02 

PHCO ~ BDADEV + BDASTRU + TSK + ENVT + STRU + BDMGT 

 

          Df Sum of Sq    RSS    AIC 

<none>                 349.07 115.02 

+ IND      1      2.23 346.84 115.60 

+ TECH     1      1.03 348.04 116.37 

- BDMGT    1     11.92 360.99 120.44 

- BDADEV   1    110.68 459.75 173.88 

- TSK      1    174.97 524.03 202.81 

- BDASTRU  1    183.03 532.10 206.19 

- ENVT     1    200.15 549.22 213.19 

- STRU     1    358.80 707.87 269.26 

 

Call: 

lm(formula = PHCO ~ BDADEV + BDASTRU + TSK + ENVT + STRU + BDMGT,  

    data = studydata) 

 

Coefficients: 

(Intercept)       BDADEV      BDASTRU          TSK         ENVT         STRU   

    -0.3286       0.5089       0.3802       0.6158       0.4733      -0.5672   

      BDMGT   

     0.2497   

> 

 

both_aic=step(PH,direction = "both") 

Start:  AIC=116.56 

PHCO ~ STRU + ENVT + IND + TSK + TECH + BDMGT + BDASTRU + BDADEV 

 

          Df Sum of Sq    RSS    AIC 

- TECH     1     1.626 346.84 115.60 

- IND      1     2.831 348.04 116.37 
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<none>                 345.21 116.56 

- BDMGT    1    11.092 356.30 121.55 

- BDADEV   1    61.260 406.47 150.66 

- STRU     1    90.631 435.84 166.08 

- ENVT     1    96.024 441.23 168.80 

- BDASTRU  1   150.840 496.05 194.68 

- TSK      1   174.248 519.46 204.87 

 

Step:  AIC=115.6 

PHCO ~ STRU + ENVT + IND + TSK + BDMGT + BDASTRU + BDADEV 

 

          Df Sum of Sq    RSS    AIC 

- IND      1     2.232 349.07 115.02 

<none>                 346.84 115.60 

+ TECH     1     1.626 345.21 116.56 

- BDMGT    1     9.708 356.54 119.70 

- STRU     1    94.711 441.55 166.96 

- ENVT     1   108.310 455.15 173.66 

- BDADEV   1   109.737 456.57 174.35 

- BDASTRU  1   171.957 518.79 202.59 

- TSK      1   177.142 523.98 204.79 

 

Step:  AIC=115.02 

PHCO ~ STRU + ENVT + TSK + BDMGT + BDASTRU + BDADEV 

 

          Df Sum of Sq    RSS    AIC 

<none>                 349.07 115.02 

+ IND      1      2.23 346.84 115.60 

+ TECH     1      1.03 348.04 116.37 

- BDMGT    1     11.92 360.99 120.44 

- BDADEV   1    110.68 459.75 173.88 

- TSK      1    174.97 524.03 202.81 
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- BDASTRU  1    183.03 532.10 206.19 

- ENVT     1    200.15 549.22 213.19 

- STRU     1    358.80 707.87 269.26 

> extractAIC(both_aic) 

[1]   7.0000 115.0199 

> both_aic=step(PH,direction = "both")# defines the direction to be extracted 

Start:  AIC=116.56 

PHCO ~ STRU + ENVT + IND + TSK + TECH + BDMGT + BDASTRU + BDADEV 

 

          Df Sum of Sq    RSS    AIC 

- TECH     1     1.626 346.84 115.60 

- IND      1     2.831 348.04 116.37 

<none>                 345.21 116.56 

- BDMGT    1    11.092 356.30 121.55 

- BDADEV   1    61.260 406.47 150.66 

- STRU     1    90.631 435.84 166.08 

- ENVT     1    96.024 441.23 168.80 

- BDASTRU  1   150.840 496.05 194.68 

- TSK      1   174.248 519.46 204.87 

 

Step:  AIC=115.6 

PHCO ~ STRU + ENVT + IND + TSK + BDMGT + BDASTRU + BDADEV 

 

          Df Sum of Sq    RSS    AIC 

- IND      1     2.232 349.07 115.02 

<none>                 346.84 115.60 

+ TECH     1     1.626 345.21 116.56 

- BDMGT    1     9.708 356.54 119.70 

- STRU     1    94.711 441.55 166.96 

- ENVT     1   108.310 455.15 173.66 

- BDADEV   1   109.737 456.57 174.35 

- BDASTRU  1   171.957 518.79 202.59 
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- TSK      1   177.142 523.98 204.79 

 

Step:  AIC=115.02 

PHCO ~ STRU + ENVT + TSK + BDMGT + BDASTRU + BDADEV 

 

          Df Sum of Sq    RSS    AIC 

<none>                 349.07 115.02 

+ IND      1      2.23 346.84 115.60 

+ TECH     1      1.03 348.04 116.37 

- BDMGT    1     11.92 360.99 120.44 

- BDADEV   1    110.68 459.75 173.88 

- TSK      1    174.97 524.03 202.81 

- BDASTRU  1    183.03 532.10 206.19 

- ENVT     1    200.15 549.22 213.19 

- STRU     1    358.80 707.87 269.26 

> extractAIC(both_aic) 

[1]   7.0000 115.0199 

> coef(both_aic) 

(Intercept)        STRU        ENVT         TSK       BDMGT     BDASTRU      B

DADEV  

 - 0.3286387  - 0.5671772   0.4732807   0.6158061   0.2496943   0.3801929   0.50

89308  

> summary(both_aic)$adj.r.squared 

[1] 0.7305749 

> 
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Table 45: Summary table for variable selection 

Criteria Backward Forward Stepwise (Both Backward a

nd forward  

AIC 115.0199 116.5633 115.0199 

R-squared adjusted 0.7305749 0.7310395 0.7305749 

CP 7.000 9.0000 7.0000 

 

The variable selection method stepwise and backward selection methods returned same 

results with the lowest AIC of 115.0199, highest R-squared adjusted of 0.7310395 and 

CP 7.000. Forward selection returned a higher AIC of 116.5633, highest R-squared 

adjusted of 0.7310395 and CP of 9.000. On that note, backward and stepwise results 

were considered due to less variable returned. Nyce (2007) asserts that the fewer the 

variables the higher the chances the model having better prediction ability. So only STRU, 

ENVT, TSK, BDAMGT, BDASTRU, BDADEV are used in model development. 

5.14.1 Categorical variable  

This study’s dependent variable was categorical. So, I had to covert the numerical results 

of the dependent variable PHCO to categorical. The category was ‘Support’ or ‘Not 

support’ of data management variable status. A new variable (DMSTATUS) was created 

in the study data set. A summary function was run to extract the mean of 22.86 which 

was used in creating the categorical variable. The results of the created categorical 

variable were returned using a function table where 109 and 112 values of ‘Not support’ 

and ‘Support’ were showed, respectively. Below is the R codes used. 
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Summary (studydata$PHCO)# showed the mean value  

�V�W�X�G�\�G�D�W�D���'�0�6�7�$�7�8�6� �L�I�H�O�V�H���V�W�X�G�\�G�D�W�D���3�+�&�2�����������������F�����1�R�W���V�X�S�S�R�U�W�������F�����6�X�S�S�R�U�W������ 

View(studydata) 

> table(studydata$DMSTATUS)  

 

The output; 

> summary(studydata$PHCO)# showed the mean value  

   Min. 1st Qu.  Median    Mean 3rd Qu.    Max.  

  18.00   21.00   23.00   22.86   25.00   27.00  

> 

 

> table(studydata$DMSTATUS)  

 

Not support     Support  

        109         112  

> 

 

5.14.2 Goodness of fit  

This study tested the dataset of goodness of fit and the hypotheses association with the 

dependent variable using the Chi-square (Schreiber, 2008). The Chi-square tests shows 

the hypothesis proportion in dataset. The chisq.test function was used. The results show 

that there is a significant relationship between DMSTATUS and STRU, ENVT, BDAMGT 

and BDASTRU with p-�Y�D�O�X�H�������������H-�������������������H-�����������������������������D�Q�G�������������H-16, respectively; 
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it also had a df of 9, 7, 5, and 6, respectively. Further results showed the X-squared of 

137.59, 111.7, 19.678, and 121.14, respectively. On the other hand, TSK and BDADEV 

had a highest p-value of 4.043e16 and 1.135e-14, respectively; it also had df of 20 and 

5, respectively. Further still, the results showed X-squared of 119.18 and 77.568, 

respectively. Chi square is also a variable selection method. So TSK and BDADEV were 

dropped and were not used in model development. The codes and results used are shown 

below: 

> chisq.test(studydata$STRU,studydata$DMSTATUS) 

 

 Pearson's Chi-squared test 

 

data:  studydata$STRU and studydata$DMSTATUS 

X-squared = 137.59, df = 9, p-�Y�D�O�X�H�������������H-16 

 

> chisq.test(studydata$ENVT,studydata$DMSTATUS) 

 

 Pearson's Chi-squared test 

 

data:  studydata$ENVT and studydata$DMSTATUS 

X-squared = 111.7, df = 7, p-�Y�D�O�X�H�������������H-16 

 

> chisq.test(studydata$BDMGT,studydata$DMSTATUS) 

 Pearson's Chi-squared test 
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data:  studydata$BDAMGT and studydata$DMSTATUS 

X-squared = 19.678, df = 5, p-value = 0.001436 

> chisq.test(studydata$BDASTRU,studydata$DMSTATUS) 

 Pearson's Chi-squared test 

data:  studydata$BDASTRU and studydata$DMSTATUS 

X-squared = 121.14, df = 6, p-�Y�D�O�X�H�������������H-16 

5.15 Training and testing data  

The data was partitioned into training and testing data using the ratio of 70:30 (Gahlautt 

et al., 2017). The training data which is the bigger portion was used for developing the 

model and the test data was used to evaluate the accuracy of prediction (Kosinski et al., 

(2016; Shah et al., 2017; Chen et al., 2017). The data used for training and testing models 

was a subset of the data collected from the data collection tool following the main study 

variables presented in this study framework shown in Figure 3.3 

To partition the data, the R code was used employing the split function and the results 

are shown in Table 50. As shown below (Torgo, 2011):  

split=sample.split(studydata$PHCO, SplitRatio = 0.7) 

train=subset(studydata, split==TRUE) 

test=subset(studydata, split==FALSE) 

# split output 
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print(dim(train)); print(dim(test)) 

[1] 154   6 

[1] 67  6 

> The above R output shows 154 observations and 6 variables for training data and 67 

observation and 6 variables for testing data. 

Table 46: Training and testing data  

 Data and data management variables 

Training data 154 

Testing data 67 

Complete data 221 

5.16. MODEL DEVELOPMENT IMPLEMENTATION  

Since the data was arranged in categories of data and non-data management variables, 

there was a possible problem of prediction tools or algorithms that can recognise the 

patterns and make prediction basing on the arrangement (Alaka, 2017). So, data and 

non-data management data were interwoven without a specific pattern defined. On that 

note, the runif command was used to execute the process mixing data and non-data 

management variable data.  

The next step was to set R to operate with R studio. A working directory was set where a 

study data name was assigned to the data set that was used for analysis. Then the best 
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model was chosen depending on its response to the data set. In return, this helped to 

choose a data mining algorithm that enabled me to search data patterns (Sagirogive & 

Sinanc, 2013) for public healthcare outcome predictions. 

The packages and libraries of the algorithm or classification models were installed. The 

whole data was executed by the runif command which was used to put together all the 

variables supporting and not supporting early disease prediction for easy execution by 

the classification algorithms (Torgo, 2011). The command is expressed as: 

gp = runif(nrow(studydata))  

studydata = studydata [order(gp),]  

str(studydata)   

summary(studydata) 

5.16.1 Prediction tools used to build the model  

It was proposed to use unpopular powerful AI tools such as support vector machines 

(SVM), K- nearest neighbour, random forest, and adaptive boosting for model 

development which were to be used on amazon web services elastic compute cloud 

(AWS EC2) which is a virtual server in the cloud. This study could not use the AI tools 

due to the constraints in the low processing power of the inbuilt server of the computer 

that was used. More so, AI tools require the use of the cloud by using amazon web 

services which required the payment before the use of their services. I was not in position 

to meet that cost. In addition, the respondents never selected the use of AI tool. So, I 

made a decision to only use the statistical algorithms (Faverjon & Berezowski, 2018). A 
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linear model (LM) was used based on contingency assumptions that the better the fit 

among contingency variables, the better the performance of the organisation (Weills & 

Oslon, 1987). In this study, the organisation performance is the ability to predict disease 

health outcome (PHCO). A linear regression was done to ascertain the relationship 

between two variables per each set of contingency variables and MIS variables. MIS 

contingency theory suggests that a number of contingency variables influence the 

performance of information systems. A linear discriminant analysis (LDA) was used 

because the dependent variable (PHCO) had two groups, that is ‘support’ and ‘not 

support’. Quadratic discriminative analysis (QDA) and logistic regression (LR) were used 

to select the appropriate one that suites the data set collected from the target population. 

5.16.2 Details of model development  

In model development in this study, an artefact was designed to direct me to achieve the 

relevance of the study to the social environment of public healthcare (Hevner &Chatterjee, 

2010). In return, building a knowledge base by creating an artefact (BDA-PH-PM) 

evaluated its performance which helped me to make reflection and abstraction while 

making conclusions (Loez & Petter, 2018). This helped to analyse the artefacts uses 

(Gregor, 2006). 

BDA-PH-PM is a DSR artefact that has to be through a research rigour by applying 

rigorous methods in the construction of the design artefact (Hevner & Chatterjee, 2010). 

So, this study used the knowledge base of classification models (Shresthaa et al., 2018). 

The model was developed through the rigorous process on 3 statistical classification 

models of LDA, QDA, LR, and MRM. 
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The independent variables used in model development after variable selections were: 

STRU, ENVT, BDAMGT, BDASTRU, PHCO, and DMSTAUS. The dependent variable 

used was DMSTAUS. A threshold of 0.5 which is a default threshold for variable selection 

and model building was used to separate the classes.  

5.16.3 Linear discriminant analysis (LDA) BDA - PH-PM 

LDA is a supervised machine learning technique that is used to handle classification 

problems where the target dependent variable is categorical (Bishop, 2007). In this study, 

the dependent variable is categorical; I expected the outcome of data and non-data 

management variables in ‘Support’ or ‘Not in Support’ of early disease healthcare 

predictions.  

The Lda function was used to run LDA BDA-PM. The results showed that all the variables 

were co-linear by not showing the data. The codes used and warning message and 

results are shown below: 

> �O�G�D� �J�O�P���3�+�&�2�a�������I�D�P�L�O�\� �����T�X�D�V�L�E�L�Q�R�P�L�D�O�������G�D�W�D� �W�U�D�L�Q���� 

Warning message: 

glm.fit: algorithm did not converge  

> summary(lda) 

Call: 

�J�O�P���I�R�U�P�X�O�D��� ���3�+�&�2���a���������I�D�P�L�O�\��� �����T�X�D�V�L�E�L�Q�R�P�L�D�O�������G�D�W�D��� ���W�U�D�L�Q�� 
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Deviance Residuals:  

       Min          1Q      Median          3Q         Max   

-2.105e-05   2.110e-08   2.110e-08   2.110e-08   2.847e-05   

Coefficients: 

                  Estimate Std. Error  t value Pr(>|t|)     

(Intercept)     -232.65047    1.22458 -�������������������������H-16 *** 

STRU              -1.89917    0.03804  -�����������������������H-16 *** 

ENVT              -0.21996    0.04444   -4.950 1.96e-06 *** 

�%�'�0�*�7���������������������������������������������������������������������������������������������H-16 *** 

BDASTRU            0.67541    0.10123    6.672 4.49e-10 *** 

�'�0�6�7�$�7�8�6�6�X�S�S�R�U�W�������������������������������������������������������������������������H-16 *** 

--- 

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 

(Dispersion parameter for quasibinomial family taken to be 2.702796e-11) 

Null deviance: 5.0942e+01  on 156  degrees of freedom 

Residual deviance: 3.0038e-09  on 151  degrees of freedom 

AIC: NA 
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Number of Fisher Scoring iterations: 25 

 

 

Figure 15: The graph shows LR predicted values against residual  
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The LR model was not used in model development because it could not show the AIC. 

No further analysis was done. LR could  not  respond to the dummy 

variable DMSTATUS. So PHCO was used , and the results are present ed 

below.   

 

5.16.4 Quadratic discriminative analysis (QDA) BDA -PM 

QDA was used in this study to find a linear combination of variable that separates two 

classes of objects. In this study, the objects were ‘Support’ or ‘Not Support’ (Tharwat, 

2016). A qda function and the family binomial were used to create LDA BDA-PM. The 

results showed that there was a ranking deficiency in the group ‘Support’. So, no further 

analysis was made, and the model was dropped. 

>  

QDA=glm(DMSTATUS~., family= "quasibinomial", data=train)  

Warning message:  

glm.fit: algorithm did not converge  

> summary(qda)  

 

Call:  

glm(formula = PHCO ~ ., family = "quasibinomial", data = train)  

 

Deviance Residuals:  

       Min          1Q      Median          3Q         Max   

- 2.105e - 05   2.110e - 08   2.110e - 08   2.110e - 08   2.847e - 05   
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Coefficients:  

                  Estimate Std. Error  t value Pr(>|t|)     

(Intercept)     - 232.65047    1.22458 - 189.983  < 2e - 16 ***  

STRU              - 1.89917    0.03804  - 49.921  < 2e - 16 ***  

ENVT              - 0.21996    0.04444   - 4.950 1.96e - 06 ***  

BDMGT             19.39857    0.09682  200.349  < 2e - 16 ***  

BDASTRU            0.67541    0.10123    6.672 4.49e - 10 ***  

DMSTATUSSupport   18.65198    0.32771   56.916  < 2e - 16 ***  

---  

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 

 

(Dispersion parameter for quasibinomial family taken to be 

2.702796e - 11)  

 

    Null deviance: 5.0942e+01  on 156  degrees of freedom  

Residual deviance: 3.0038e - 09  on 151  degrees of freedom  

AIC: NA  

 

Number of Fisher Scoring iterations: 25  

 

 

> plot(qda)  

Hit <Return> to see next plot: plot(qda)  

Hit <Return> to see next plot  
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Figure 16: QDA predicted values against residual graphs  

 

5.16.5 Logistic regression (LR) LRBDA PH- PM 

This study used binary LR to model the relationship between two possible outcomes. The 

outcomes in this study are ‘Support’ and ‘Not Support’ data management variable for 

healthcare outcome predictions (Nyce, 2007).   

5.16.6 Model development LRBDA PH-PM 

LRM was fit in this study data using glm function which was instantiated in the first line in 

the code below, and then its summary was run using the summary function. The glm 

function run on DMSTATUS returned a message glm.fit: algorithm did not converge. This 

implied that the attempt made to fit LR in R, experienced perfect separation, where a 

predictor variable was able to perfectly separate the response variable into 0’s and 1’s. 

So, I went ahead and run the model summary and the results showed all the variables 

had a p-value above 0.05. This indicates that they were not significant. However, further 

analysis was done to evaluate the model. The model was trained using the 70% train 

data. The train data set had 154 observations and 6 variables. Below are the codes and 

their results. 

LRBDA- PH- PM =glm(DMSTATUS~., family= "binomial", data=train) 

Warning message:  
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glm.fit: algorithm did not converge  

> 

>  summary(LR BDA- PH- PM ) 

Call:  

glm(formula = PHCO ~ ., family = "binomial", data = train)  

 

Deviance Residuals:  

       Min          1Q      Median          3Q         Max   

- 1.035e - 05   2.110e - 08   2.11 0e- 08   4.397e - 06   1.607e - 05   

Coefficients:  

                      Estimate Std. Error z value Pr(>|z|)  

(Intercept)         - 1.506e+02  3.147e+05   0.000    1.000  

STRU                - 1.436e - 01  9.434e+03   0.000    1.000  

ENVT                - 2.674e+00  1.154e+04   0.000    1.000  

BDMGT                1.572e+01  2.160e+04   0.001    0.999  

BDASTRU              1.539e - 02  1.513e+04   0.000    1.000  

DMSTATUS Not support - 1.698e +01  4.955e+04   0.000    1.000  

(Dispersion parameter for binomial family taken to be 1)  

    Null deviance: 5.6951e+01  on 153  degrees of freedom  

Residual deviance: 2.5444e - 09 on 148  degrees of freedom  
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AIC: 12  

Number of Fisher Scoring iterations: 25  

>  

 5.16.7 Creating the baseline accuracy  for LRBDA PH- PM 

This study measured the model performance using the accuracy matrix (Isinkaye et al., 

2015). Prop.table function was run to extract the accuracy. The results show that the 

majority class of the target variable which is ‘Support’ the target variable has the 

proportion of 0.51 making the baseline accuracy of 51 per cent. Below is the code and its 

results. 

> prop.table(table(train$DMSTATUS)) 

 

    Support Not Support  

  0.5064935   0.4935065  

> 

5.16.8 Model performance evaluation for LRBDA PH- PM 

The model was evaluated using the predict and a table function. The model performance 

is expected to be better than the baseline accuracy. Predictions were generated using 

the training data and then created the confusion matrix with the threshold of 0.5. The 

model or algorithm predicted a ‘Support’ or ‘Not support’ response for the DMSTATUS 

variable; and then the accuracy of the model on the testing data is printed using the 

confusion matrix. The accuracy came up to be 115 per cent. Accuracy determines the 
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relevance which can be achieved using quality measures to determine if the research 

subject or artefact is appropriate to the intended purpose (Shresthaa et al., 2018). Also, 

the confusion matrix returned 7 false on ‘Not Support’, and 69 true. On the other hand, 

78 showed True and 0 false on ‘Support’. The model was tested using the 70% train data. 

The data set had 67 observations and 6 variables. The code and results are presented 

below: 

> # Evaluate model performance on train data  

 

> predicttrain=predict(LR BDA- PH- PM , data=train, type = 

"response")  

> #confusion matrix on training data  

> table(train$DMSTATUS, predicttrain>=0.5)  

              

              FALSE TRUE 

  Support         0   78  

  Not support     7   69  

 

> #accuracy on train data   

> 154+221/nrow(train)  

[1] 155.4351>  

5.17 Logistic regression on individual variables  

The individual variables discussed in this section include organisation structure (STRU), 

organisation environment (ENVT), and innovation variable of BDA structure (BDASTRU),  
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and BDA management (BDAMGT) which were used as independent variables in a simple 

linear or logistic regression (SLR) as described below:  

5.17.1 Logistic regression on STRU  

A glm function was used to the get the relationship between STRU and DMSTATUS by 

running the LRBDA-PH-PM. The results showed the coefficient of 0.0917. The summary 

function was run with the LRBDA-PH-PM and the results showed more detailed 

information showing the p value of 0.0508 which showed that STRU was weakly 

significant with no significant code. The codes and results are presented below: 

LRBDA- PH- PM =glm(DMSTATUS~STRU,data = train, family="binomial")  

> LR BDA- PH- PM  

 

Call:  glm(formula = DMSTATUS ~ STRU, family = "binomial", data = 

train)  

 

Coefficients:  

(Intercept)         STRU   

    - 1.4755       0.0917   

 

Degrees of Freedom: 153 Total (i.e. Null);  152 Residual  

Null Deviance:      213.5  

Residual Deviance: 209.6  AIC: 213.6  

 

> summary(LR BDA- PH- PM ) 
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Call:  

glm(formula = DMSTATUS ~ STRU, family = "binomial", data = train)  

 

Deviance Residuals:  

    Min       1Q   Median       3Q      Max   

- 1.3736  - 1.0972  - 0.9867   1.2202   1.3810   

 

Coefficients:  

            Estimate Std. Error z value Pr(>|z|)   

(Intercept) - 1.47547    0.75981  - 1.942   0.0522 .  

STRU         0.09170    0.04695   1.953   0.0508 .  

---  

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1  

 

(Dispersion parameter for binomial family taken to be 1)  

 

    Null deviance: 213.46  on 153  degrees of freedom  

Residual deviance: 209.57  on 152  degrees of freedom  

AIC: 213.57  

 

Number of Fisher Scoring iterations: 4  

 

> 

> coef(LR BDA- PH- PM ) 

(Intercept)        STRU  

- 1.47546924  0.09169708  
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> exp(coef(LR BDA- PH- PM ))  

(Intercept)        STRU  

  0.2286714   1.0960328  

> 

 

> confint(LR BDA- PH- PM ) 

Waiting for profiling to be done...  

                    2.5 %       97.5 %  

(Intercept) - 2.9909382345 - 0.001792813  

STRU         0.0006529102  0.185384228  

> 

    

5.17.2 Logistic regression on ENVT 

A glm function was used to the get the relationship between stru 

and DMSTATUS by running an LRBDA- PH- PM 1.  

> #ENVT  

> LR BDA- PH- PM 1=glm(DMSTATUS~ENVT, data = 

train,family="binomial")  

> LR BDA- PH- PM 1 

Call:  glm(formula = DMSTATUS ~ ENVT, family = "binomial", data = 

train)  

Coefficients:  

(Intercept)         ENVT   



332 
 

     2.6714      - 0.2051   

Degrees of Freedom: 153 Total (i.e. Null);  152 Residual  

Null Deviance:      213.5  

Residual Deviance: 200  AIC: 204  

> R  

Error: object 'R' not found  

> summary(LR BDA- PH- PM 1)  

Call:  

glm(formula = DMSTATUS ~ ENVT, family = "binomial", data = train)  
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Deviance Residuals:  

    Min       1Q   Median       3Q      Max   

- 1.5419  - 1.0109  - 0.8560   0.9277   1.4451   

Coefficients:  

            Estimate Std. Error z value Pr(>|z|)     

(Intercept)  2.67138    0.77846   3.432 0.000600 ***  

ENVT        - 0.20511    0.05767  - 3.557 0.000376 ***  

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1  

(Dispersion parameter for binomial family taken to be 1)  

    Null deviance: 213.46  on 153  degrees of freedom  

Residual deviance: 200.03  on 152  degrees of freedom  

AIC: 204.03  

Number of Fisher Scoring iterations: 4  

> coef(LR BDA- PH- PM 1)  

(Intercept)        ENVT  

   2.671378   - 0.205106  

> exp(coef(LR BDA- PH- PM 1))  

(Intercept)        ENVT  
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  14.459881    0.814561  

> confint(LR BDA- PH- PM 1)  

Waiting for profiling to be done...  

                 2.5 %      97.5 %  

(Intercept)  1.1765789  4.23999331  

ENVT        - 0.3209451 - 0.09417478  

>  

5.17.3 Logistic regression on BDAMGT 

> # BDMGT 

> LR BDA- PH- PM 2=glm(DMSTATUS~BDMGT, data = 

train,family="binomial")  

> LR BDA- PH- PM 2 

Call:  glm(formula = DMSTATUS ~ BDMGT, family = "binomial", data 

= train)  

Coefficients:  

(Intercept)        BDMGT   

     0.1786      - 0.0135   

Degrees of Freedom: 153 Total (i.e. Null);152 Residual  

Null Deviance:      213.5  

Residual Deviance: 213.5  AIC: 217.5  
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> summary(LR BDA- PH- PM 2)  

Call:  

glm(formula = DMSTATUS ~ BDMGT, family = "binomial", data = train)  

Deviance Residuals:  

   Min      1Q  Median      3Q     Max   

- 1.179  - 1.167  - 1.156   1.188   1.199   
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Coefficients:  

            Estimate Std. Error z value Pr(>|z|)  

(Intercept)   0.1786     1.9232   0.093    0.926  

BDMGT        - 0.0135     0.1265  - 0.107    0.915  

(Dispersion parameter for binomial family taken to be 1)  

    Null deviance: 213.46  on 153  degrees of freedom  

Residual deviance: 213.45  on 152  degrees of freedom  

AIC: 217.45  

Number of Fisher Scoring iterations: 3  

> coef(LR BDA- PH- PM 2)  

(Intercept)       BDMGT  

 0.17855905 - 0.01349554  

> exp(coef(LR BDA- PH- PM 2))  

(Intercept)       BDMGT  

  1.1954935   0.9865951  

> confint(LR BDA- PH- PM 2)  

Waiting for profiling to be done...  

                 2.5 %    97.5 %  

(Intercept) - 3.6134363 3.9800006  
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BDMGT       - 0.2634474 0.2357592  

5.17.4 Logistic regression on BDASTRU  

> #BDASTRU 

> LR BDA- PH- PM 3=glm(DMSTATUS~BDASTRU, data = 

train,family="binomial")  

> LR BDA- PH- PM 3 

 

Call:  glm(formula = DMSTATUS ~ BDASTRU, family = "binomial", data 

= train)  

 

Coefficients:  

(Intercept)      BDASTRU   

     0.4928      - 0.0414   

 

Degrees of Freedom: 153 Total (i.e. Null);  152 Residual  

Null Deviance:      213.5  

Residual Deviance: 213  AIC: 217  

> summary(LR BDA- PH- PM 3)  

 

Call:  

glm(formula = DMSTATUS ~ BDASTRU, family = "binomial", data = 

train)  

 

Deviance Residuals:  

   Min      1Q  Median      3Q     Max   
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- 1.247  - 1.176  - 1.098   1.214   1.214   

 

Coefficients:  

            Estimate Std. Error z value Pr(>|z|)  

(Intercept)  0.49280    0.77162   0.639    0.523  

BDASTRU     - 0.04140    0.06021  - 0.688    0.492  

 

(Dispersion parameter for binomial family taken to be 1)  

 

    Null deviance: 213.46  on 153  degrees of freedom  

Residual deviance: 212.99  on 152  degrees of freedom  

AIC: 216.99  

 

Number of Fisher Scoring iterations: 3  

 

> coef(LR BDA- PH- PM 3)  

(Intercept)     BDASTRU  

 0.49279748 - 0.04139602  

> exp(coef(LR BDA- PH- PM 3))  

(Intercept)     BDASTRU  

  1.6368890   0.9594491  

> confint(LR BDA- PH- PM 3)  

Waiting for profiling to be done...  

                 2.5 %     97.5 %  

(Intercept) - 1.0180859 2.02341479  

BDASTRU     - 0.1606514 0.07643044  

> 
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5.17.5 Summary on LR and the independent variable results  

Independent 

variable  

 STRU  ENVT BDMGT BDASTRU 

Exp. 1.0960328  0.814561  0.9865951  0.9594491  

Odds ratio  0.0006529102   - 0.3209451  - 0.2634474  -0.1606514 

Confidence 

interval  

97.5% 97.5% 97.5% 97.5% 

Model 

equation 

glm(formula 

= DMSTATUS ~ 

STRU, family 

= 

"binomial", 

data = 

train)  

glm(formula 

= DMSTATUS ~ 

ENVT, family 

= 

"binomial", 

data = train)  

 

glm(formula 

= DMSTATUS 

~ BDMGT, 

family = 

"binomial", 

data = 

train)  

 

glm(formula = 

DMSTATUS ~ 

BDASTRU, family = 

"binomial", data 

= train)  

 

Coefficient  0.09169708  - 0.205106  - 0.01349554  - 0.04139602  

5.18 Multiple regression model MR BDA-PH-PM  

Multiple regression model (MRM) was used in this study to analyse the relationship 

between PHCO dependent variable and more than one independent variable. So, the aim 
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was to develop a model that well describes a dependent variable PHCO to more than one 

independent variable. The results showed that STRU and ENVT, were strongly significant 

with 3 significant codes *** to the dependent variable PHCO which was assigned the 

name DMSTATUS with the p value of 7.32e-09, 1.37e-09, respectively; followed by 

BDMGT with 2 significant codes ** and a p value of 0.00904. Lastly, BDASTRU was 

weakly significant to the dependent variable with only 1 significant * code with a p value 

of 0.01078.  

MR=glm(DMSTATUS~STRU+ENVT+BDMGT+BDASTRU, data = train, family= 

"binomial")  

> summary (MR)  

 

Call:  

glm(formula = DMSTATUS ~ STRU + ENVT + BDMGT + BDASTRU, family = 

"binomial",  

    data = train)  

 

Deviance Residuals:  

    Min       1Q   Median       3Q      Max   

- 2.1977  - 0.7594   0.2952   0.6582   2.0568   

 

Coefficients:  

             Estimate Std. Error z value Pr(>|z|)     

(Intercept) - 16.66478    4.10318  - 4.061 4.88e - 05 ***  

STRU         - 0.62453    0.10427  - 5.990 2.10e - 09 ***  

ENVT          0.87150    0.13860   6.288 3.22e - 10 ***  



341 
 

BDMGT         0.76485    0.21359   3.581 0.000342 ***  

BDASTRU       0.29561    0.09744   3.034 0.002416 **  

---  

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1  

 

(Dispersion parameter for binomial family taken to be 1)  

 

    Null deviance: 217.59  on 156  degrees of freedom  

Residual deviance: 143.65  on 152  degrees of freedom  

AIC: 153.65  

 

Number of Fisher Scoring iterations: 5  

 

> plot(MR)  

Hit <Return> to see next plot:  

Hit <Return> to see next plot:  
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 Figure 17:  MR residuals against the predicted value 
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Figure 18:  MR std. against theoretical Quantiles 

5.18.1 Creating the baseline accuracy  on MRBDA -PH-PM 

This study created baseline accuracy for model performance using the accuracy matrix 

(Isinkaye et al., 2015). Prop.table function was run to extract the accuracy, which returned 

the specificity of the proportion of variables that are not supporting early disease outbreak 

outcome prediction (Salma & Swamy, 2016). The results show that the majority class of 

the target variable which is ‘Support’ has the proportion of 0.51 making the baseline 

accuracy of 51 per cent. Below the code and results are presented: 

> prop.table (table(train$DMSTATUS)) 

 

Not support     Support  

  0.4935065   0.5064935  



344 
 

> 

5.18.2 Model performance evaluation of MRBDA -PH-PM 

The model was evaluated using the predict and a table function. The model performance 

is expected to be better than the baseline accuracy. Predictions were generated using 

the training data and then created the confusion matrix with the threshold of 0.5. The 

model or algorithm predicted a ‘Support’ or ‘Not support’ response for the DMSTATUS 

variable; and then the accuracy of the model on the testing data was printed using the 

confusion matrix. This study used correlation coefficients to measure the model accuracy 

statistical (Isinkaye et al., 2015; Shah, 2017; Chen et al., 2017). The accuracy came up 

to be 115 per cent. Accuracy determines the relevance which can be achieved using 

quality measures to determine if the research subject or artefact is appropriate to the 

intended purpose (Shresthaa et al., 2018). Also the confusion matrix returned 60 false on 

‘Not Support’, and 16 true. On the other hand, 18 showed false and 60 true on ‘Support’ 

(Chen et al., 2017). The model was trained and made the first model test using the 70% 

partitioned test data. The data set had 154 observations and 6 variables. The code and 

results are presented below: 

> # Evaluate model performance on training data  

 

> predicttrain=predict(model_glm, data=train, type = "response")  

> #confusion matrix on training data  

> table(train$DMSTATUS, predicttrain>=0.5)  

              

              FALSE TRUE 
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  Not support    60   16  

  Support        18   60  

> 

 

> #accuracy on train data   

> 154+221/nrow(train)  

[1] 115.7403  

> 

5.18.3 Evaluate model performance on test data  

This study again evaluated the model on test data in order to get true accuracy or general 

performance of the model (WHO, 2004).  Corley et al. (2014) asserts that a model is supposed to 

be assessed using independent data different from that used to build it. 

> prop. table (table(test$DMSTATUS))  

Not support     Support  

  0.4925373   0.5074627  

> test  

# A tibble: 67 x 6  

    STRU  ENVT BDMGT BDASTRU  DMSTATUS    

   <dbl> <dbl> <dbl>   <dbl> <fct>       

 1    21    15    15      14     Not support  

 2    14    16    14      12     Support     

 3    11    10    17      14     Not support  

 4    21    15    15      14     Not support  
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 5    18    17    15       8     Support     

 6    15     9    15      16     Support     

 7    14    16    14      12     Support     

 8    15     9    15      14     Not support  

 9    14    16    14      12     Support     

10    20    16    17       8     Not support  

# ... with 57 more rows  

> 

> 158/nrow(test)  

[1] 2.358209  

> 
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5.19 The selected model ap propriate for this study was MR  

This section also addresses Objective 6 and Research Question 6 of this study and refers 

to Section 1.7. The selected model that fits best the data set of this study was multiple 

regressions (MR). It performed well by returning all the selected variables significant. The 

model could be used as a baseline to help analysts in public healthcare to have their own 

models that suite the environment and requirements they operate in (Choi & Varian, 2012; 

Sagirogive & Sinanc, 2013). So, it was used to explain the relevance of the developed 

model (MRBDA-PH-PM) to the intended target population which was public healthcare. 

5.20 Relevance of MRBDA- PH-PM to public healthcare  

MRBDA-PH-PM was selected as the suitable model to be used in public healthcare 

environment to assist PH managers on making decisions on early disease healthcare 

outcome predictions, where the IS researcher identified needs in an organisational 

environment (public healthcare) that concerned people using systems and technology 

(livari, 2015; Loez & Petter, 2018). So, I needed to explain the developed model (Mazsei 

& Norble, 2020) so as to help managers to better use and extract value from big data use. 

In return, this makes managers in PH to have insights for early disease outbreak outcome 

prediction (Loez & Petter, 2018). 

Model development MRBDA-PH-PM was the selected algorithm to build a multiple logistic 

regression big data analytic predictive model (MRBDA-PH-PM) that can be used in PH 

for early disease healthcare outcome predictions. The glm function was used on MLRM. 

The object MRBDA-PH-PM was set. The train data set was used. 
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> 

 

MRBDA- PH- PM =glm(DMSTATUS~STRU+ENVT+BDMGT+BDASTRU, data = train, 

family= "binomial")  

MRBDA- PH- PM  

> summary(MR BDA- PH- PM ) 

 

Call:  

glm(formula = DMSTATUS ~ STRU + ENVT + BDMGT + BDASTRU, family = 

"binomial",  

    data = train)  

 

Deviance Residuals:  

    Min       1Q   Median       3Q      Max   

- 2.6900  - 0.7334   0.3737   0.7819   2.0707   

 

Coefficients:  

             Estimate Std. Error z value Pr(>|z|)     

(Intercept) - 11.83466    3.71168  - 3.188  0.00143 **  

STRU         - 0.56881    0.09835  - 5.783 7.32e - 09 ***  

ENVT          0.78510    0.12958   6.059 1.37e - 09 ***  

BDMGT         0.50980    0.19529   2.611  0.00904 **  

BDASTRU       0.22717    0.08910   2.550  0.01078 *   

---  

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1  

 

(Dispersion parameter for binomial family taken to be 1)  
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    Null deviance: 213.46  on 153  degrees of freedom  

Residual deviance: 148.51  on 149  degrees of freedom  

AIC: 158.51  

 

Number of Fisher Scoring iterations: 5  

 

> confint(MR BDA- PH- PM ) 

Waiting for profiling to be done...  

                  2.5 %     97.5 %  

(Intercept) - 19.5020775 - 4.8633728  

STRU         - 0.7758491 - 0.3876637  

ENVT          0.5509117  1.0626683  

BDMGT         0.1386344  0.9079976  

BDASTRU       0.0596814  0.4117748  

> 

 

 

> coef(MR BDA- PH- PM ) 

(Intercept)        STRU        ENVT       BDMGT     BDASTRU  

- 11.8346588  - 0.5688085   0.7850956   0.5097992   0.2271729  

> exp(coef(MR BDA- PH- PM ))# exponent of the coefficient  

 (Intercept)         STRU         ENVT        BDMGT      BDASTRU  

7.248915e - 06 5.661997e - 01 2.192617e+00 1.664957e+00 1.255047e+00  

> 
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5.21 Prediction analysis using test data  

To assess the general performance of the model the independent data was used which 

was the testing data to check the model sensitivity (WHO, 2004). This study carried out 

predictive analysis to identify factors that influence or do not influence early disease 

outbreak outcome prediction.  

Using the 30% of the testing data set, the results showed that only STRU and ENVT were 

significant with the p value of 0.000895 *** and 0.000195 ***, respectively. the confusion 

matrix showed the ‘Support’ outcome had 29 False and 5 True while on ‘Not support’, 8 

showed False and 25 True. Accuracy is shown as:  

 

> #test  

> MRBDA- PH- PM =glm(DMSTATUS~STRU+ENVT+BDMGT+BDASTRU, data = test, 

family= "binomial")  

> summary(MR BDA- PH- PM )#summaries the model  

 

Call:  

glm(formula = DMSTATUS ~ STRU + ENVT + BDMGT + BDASTRU, family = 

"binomial",  

    data = test)  

 

Deviance Residuals:  

    Min       1Q   Median       3Q      Max   

- 2.0568  - 0.6733  - 0.2165   0.9323   1.7864   

 

Coefficients:  
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            Estimate Std. Error z value Pr(>|z|)     

(Intercept)   3.0554     6.1734   0.495 0.620655     

STRU          0.5454     0.1642   3.321 0.000895 ***  

ENVT         - 0.8507     0.2284  - 3.725 0.000195 ***  

BDMGT         0.1356     0.3347   0.405 0.685292     

BDASTRU      - 0.2267     0.1512  - 1.500 0.133742     

---  

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1  

 

(Dispersion parameter for binomial family taken to be 1)  

 

    Null deviance: 92.867  on 66  degrees of freedom  

Residual deviance: 60.417  on 62  degrees of freedom  

AIC: 70.417  

 

Number of Fisher Scoring iterations: 5  

 

> predicttest=predict(MR BDA- PH- PM , data=test, type = "response")  

> #confusion matrix on test data  

> table(test$DMSTATUS, predicttest>=0.5)  

              

              FALSE TRUE 

  Support        29    5  

  Not support     8   25  

 

> 67/nrow(test)  

[1] 1  
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> > confint(MR BDA- PH- PM ) 

Waiting for profiling to be done...  

                 2.5 %      97.5 %  

(Intercept) - 8.5072000 15.94170867  

STRU         0.2545044  0.91070815  

ENVT        - 1.3826383 - 0.46599759  

BDMGT       - 0.5410177  0.79100057  

BDASTRU     - 0.5557629  0.05231497  

> coef(MR BDA- PH- PM ) 

(Intercept)        STRU        ENVT       BDMGT     BDASTRU  

  3.0553605   0.5453571  - 0.8506763   0.1356278  - 0.2267047  

> exp(coef(MR BDA- PH- PM ))  

(Intercept)        STRU        ENVT       BDMGT     BDASTRU  

 21.2288364   1.7252244   0.4271260   1.1452555   0.7971561  

 

> 

5.22 Visualization of model results  

R returns results as discrete values (Hilbert, 2016). So, they need to be visualised for 

easy interpretation (Ola & Sedig, 2014; Mani & Fei, 2017) - refer to Section 4.11.3.2.8. 

This study used a plot function to visualise the model results. Using the plot function, 

MRBDA-PH-PM was visualised showing the model predicted values against residuals. 

The predicted values of DMSTATUS, STRU, ENVT, BDMGT, and BDASTRU were -4, -

2, 0, 2, and 4. The plot shows that there is a positive pattern of residual moving from left 

to the right following the positive fitted values. The normal QQ plot belowshows that there 
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is normal distribution of residuals. This indicates that the response variable DMSTATUS 

was a random variable and normally distributed with the mean and the variance of 

�U�H�V�L�G�X�D�O���V�T�X�D�U�H�G�����1���V�T�X�D�U�H�G�������7�K�L�V���P�H�W���W�K�H���U�H�J�U�H�V�V�L�R�Q���D�V�V�X�P�S�W�L�R�Q���W�K�D�W���U�H�V�S�R�Q�V�H���<���L�V���D��

random variable and normally with mean �D�Q�G���Y�D�U�L�D�E�O�H���1���V�T�X�D�U�H�G����Selterman, 2010). The 

residual Vs fitted values graphs are presented below: 

> plot(MR BDA- PH- PM ) 

 

 

 

Figure 18: MRBDA- PH-PM residual vs fitted values  
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Figure 19: MRBDA -PH-PM Std. Pearson residual vs Theoretical Quantile  

 

Residuals are the difference between the actual response and the estimated probability 

from the model; hence this shows the deviation between the response and the predicted 

value. Residuals were also present, so this study checked for errors. Table 47 shows the 

summary of a multiple regression model MLRM-PH-PM. 

 

Table 47: Summary multiple regression model MLRM- PH-PM 

Independent 

variable  

 STRU  ENVT BDAMGT BDASTRU 

Exp.  5.661997e-01 2.192617e+00 1.664957e+00 1.255047e+00 
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Odds ratio or 

confidence 

interval  

-0.7758491 0.78510     0.1386344   0.0596814   

Coefficient  0.5453571   -0.8506763    0.1356278   -0.2267047 

Model equation  glm(formula = DMSTATUS ~ STRU + ENVT + BDMGT + BDASTRU, family = 

���E�L�Q�R�P�L�D�O������data = train) 

 

5.23 Relevance of MRBDA- PH-PM to public healthcare  

To get the relevance of the model, the study used the odds. The odds are the probability 

that the event will occur divided by the probability that it will not occur. The odds of an 

�H�Y�H�Q�W�� �D�U�H�� �G�H�Q�R�W�H�G�� �D�V�� �Œ����-�Œ�� �D�Q�G�� �S�� �L�V�� �W�K�H�� �S�U�R�E�D�E�L�O�L�W�\�� �R�I�� �W�K�H�� �H�Y�H�Q�W���� �6�R, in this study for 

�L�Q�V�W�D�Q�F�H�� �Œ����-� Œ� � �  � � � 3� �� 6upport)/p(Not support) giving the odds of ‘Support’ which is the  

probability of success. So, the event with the highest odds is considered the favourite. If 

the odds are low the event is not likely to occur.  

In this study the odds of public healthcare outcome chances of prediction is the probability 

that the selected variable is high to the probability that the selected variable is not in 

support. 

So, this stu�G�\���F�R�Q�V�L�G�H�U�H�G���Œ��� ���S�U�R�S�R�U�W�L�R�Q���R�I 1 as ‘Support’ as a success at any selected 

variable. So, in order to compare the two groups of ‘support’ and ‘not support’ the odds 

ratio. The odds= odds1/odds2. Odds1= Support and odds2= Not support. The odd ratio 

that is greater than 1 shows that the event is more likely to occur in the first group of the 
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target variable. On the other hand, when an odd ratio is less than 1 shows that the event 

is less likely to occur in the first group.  

The odds ratio was generated using the confidence interval (confint), coefficient (coef), 

and the exponential (exp) function. The exp. results were used as follows of the 

independent variables used in model evaluation: 

STRU has the exp. Value of 1.7252244. This implies that for every 1 unit increase in 

STRU, the odds of being supported increases by 1.73 factor.    

ENVT has the exp. Value of 0.4271260. This implies that for every 1 unit increase in 

ENVT, the odds of being supported increases by 0.43 factor. 

BDMGT has the exp.value of 1.1452555. This implies that for every 1 unit increase in 

BDMGT   the odds of being support increases by 1.15 factor. 

BDASTRU has the exp. Value of 0.7971561. This implies that for every 1 unit increase in 

BDASTRU the odds of being supported increase by 0.8 factors. 

In a nutshell, STRU has the odds ratio of greater than 1 that is 1.73 is rounded to get 2. 

This indicates that the event is more likely to occur in the first group. So STRU could 

greatly influence the early disease outcome prediction healthcare in public healthcare. 

BDMGT follows with the odds ratio of 1 also has the influence on early disease outcome 

prediction, followed by BDASTRU with 0.7 which shows its influence is less likely to occur 

in support of early disease outcome prediction in public healthcare. Lastly, ENVT has the 

least exp. Value of 0.4 which shows least chances of ENVT influencing early disease 

outcome prediction healthcare in public healthcare. 
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5.24 Chapter 5 Summary  

Chapter Five presented the analysis and results of this study. The chapter presented a 

number of analysis techniques used for pre-processing of data and actual analysis. Data 

was pre-processed and transformed to a desired format for actual analysis. For data pre- 

processing, SPSS software was used. The essence of data pre-processing was to identify 

the variables that could be used in model development. SPSS results show that out of 

the 11 variables, only 6 were supported to be relating to the dependent variable backward, 

forward, and stepwise variable selection was used and R results present STRU, ENVT, 

TSK, BDAMGT, BDASTRU, BDADEV that were considered for model development. The 

goodness of fit was run and R showed TSK and BDADEV were unfit. 

Study data was partitioned into train and test data as indicated in Table 50. Model 

development was implemented, and the prediction tools used to build the model were 

multiple discriminant analysis (MDA) models such as LDR and QDR, and regression 

models of LR and MR. R results showed MR as the appropriate model for this study. 

The model was developed which was assigned a name MRBDA-PH-PM, it was 

evaluated, and used for prediction. The R results showed that STRU, ENVT, BDAMGT, 

and BDASTRU were data management factors that could be used support early disease 

outbreak outcome prediction.  
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CHAPTER SIX: DISCUSSION AND CONCLUSIONS  

6. Introduction    

Chapter six presents the study discussion and conclusion. This study’s research problem 

was to find responses from the public healthcare community on how (BDA) could be 

leveraged to facilitate early infectious disease outbreaks prediction for improved 

healthcare outcomes. In return, from the identified variables, a BDA-PH-PM that suites 

the data collected was developed as an artefact for this study. The study assumed that 

the developed model could be adopted to solve the challenges of late prediction of 

healthcare outcomes for timely healthcare management. 

This study was guided by the six research questions presented below: 

1. What are the sources of Big Data used for intervention of disease outbreak? 

2. How is data pre-processed in order to be transformed for processing? 

3. What are the platforms used to process data? 

4. How is early disease outbreak prediction and management done currently? 

5. What are the challenges encountered in the process of early disease outbreak 

prediction? 

6. What will be a suitable BDA classification model to be used as a PH-PM for early 

disease outbreak prediction for health outcomes improvement?  

The main aim of developing the model was to discover and explain the factors that 

could explain healthcare employee perception on acceptance and use of BDA 

techniques in data management. The objective was to provide a solution to late 

healthcare disease outbreak outcome management using BDA-PH-PM as the DSR 
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artefact developed. MIS framework has been used in IS research to explain the 

integration of organisation contingency issues and technology to improve 

organisational performance. MIS framework was, therefore, adopted as a theoretical 

foundation of this study. The construct of the MIS framework was used to absorb the 

factors identified by various researchers as determinants of BDA acceptance and use. 

Hence, the factors were used as building blocks of a conceptual framework for this 

study as shown in Section 9.3. 

Chapter One of this study introduced the background, some of BDA challenges, 

problem formulation, objectives and research questions, importance of the study, and 

delimitation of the scope of the study.  

Chapter Two presented the review of related literature on BDA and data management, 

data management and the healthcare perspective, benefits of BDA to healthcare, and 

barriers and challenges of implementing BDA in healthcare were also highlighted. Key 

definitions in data management and the nature of the work of healthcare employees 

especially in data management was also highlighted. 

From the review of literature i concluded that: 

�x There is evidence of BDA data management technology use in the delivery of 

healthcare services. 

�x Management buy-in and support was highlight as important in the 

implementation of new technologies like BDA with the help of BDA governance. 

�x BDA governance as a contingency issue assists in policy and regulation 

implementation process. 
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�x  Data and non-data management challenges affect the adoption and use of 

BDA techniques for decision-making on disease outbreak outcome prediction. 

�x Data management challenges are objective and non-data management 

challenges are subjective in nature. 

�x Identifying the source of BDA datasets, process in which the data is to be 

processed, and the analysis and visualization technologies used in analysis are 

very important to consider in order to drive appropriate decisions for healthcare 

outcome predications. 

Chapter Three examined the IS theories where the MIS Contingency Theory 

framework was selected to underpin this study. From the selected framework, the 

variables of strategy (STRA), structure (STRU), environment (ENVT), individual 

task (TSK), and technology (TECHN) were identified to represent contingency 

issues required for organisation management, while BDA management 

(BDAMGT), BDA implementation (BDAIMP), BDA structure (BDASTRU), and BDA 

development (BDADEV) were identified to describe the characteristics of the new 

technology. In this study, the technology under study is BDA. Public healthcare 

outcome (PHCO) was identified as the organisation performance construct of the 

6.1 MIS Contingency Theory framework.  

The research framework was then presented based on the MIS framework. I 

divided the relevant factors that were used to explain BDA adoption presented in 

Figure 9.3. Environment was divided into security (DSEC) and organisation culture 

(ORCUL); Individual (IND) into individual role (INDR), individual characteristics 

(INDCHA), and individual capabilities (INDCAP); Task into Data collection (DCOL), 



361 
 

Data pre-processing (DPRE), Data analysis (DNAL), and Data visualization 

(DVIS); technology into infrastructure (INFRA) and application (APP).  

The adoption constructs of environment, task, individual, technology, and 

qualitative variables named as other factors had a stronger relationship with BDA 

adoption perception than the other factors. 

Chapter Four described the research design and methodology which this study 

used to test the research framework and hypotheses, and to develop a BDA-PH-

PM model. It identified the research paradigm which guided the building and 

application of systems in IS (BDA), beliefs which researchers use to create a claim, 

and paradigms of relevance to IS research. It discussed the research 

methodology, data collection methods, and operationalization and 

conceptualization of constructs based on the MIS contingency framework, and the 

study research model was presented. Also, the pre- and pilot-test were described, 

with techniques of designing a questionnaire. 

Chapter Five presented the data analysis results of this study. SPSS for windows 

Version 20 was used for descriptive analysis and test of reliability of collected data. 

Regression analysis was used to evaluate the measurement model to ascertain 

their correlation. Using SPSS, results presented that the model fitted the data 

where relationships that were not significant were removed. The analysis of the 

results indicated that 6 hypotheses out of 11 constructed according to the main 

variables under study were supported. One factor (STRA) was excluded due to 

having reached zero limit acceptance of analysis, so could not be used for further 

analysis to determine its influence.  
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Variable selection and model fit was done. R results indicate that 4 variables out 

of 11 were considered in model development. MR was the selected model that 

was used to develop MRBDA-PH-PM. The developed model was used for 

predictions and, lastly, the relevance of the model to PH was discussed refer to 

Section 6.1.6. The next section presents the conclusions made regarding the 

findings, implications, and hypotheses results, followed by the updated version of 

the research model based on the results of the study analysis and their implication 

for the perception of BDA use. The next section discusses the findings, 

implications, and conclusions related to the hypotheses. 

6.2. Findings and implications related to hypotheses  

The hypotheses of this study were extracted from this study research framework 

presented in Figure 9.3. The hypothesis tested showed the direction and pattern of causal 

structure of constructs, connecting constructs that determine BDA adoption perception.  

The sub-construct hypotheses were combined to the main construct in order to increase 

its strength in analysis. I tried to analyse the sub-hypotheses individually; the results were 

showing too high coefficient above 0.05. So, the decision was made to combine the sub-

hypothesis into one as presented below: 

Table 48: Findings of research hypothesis  

Constructs  Hypotheses  Significance  

(P Value)  

Results  

Strategy (H1)    
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H1a Strategy will positively influence Big Data Analytics 

management for the prediction of public healthcare 

outcome 

 

 

���S� ������������������������ 

 

 

Rejected 
H1b Strategy will positively influence Big Data Analytics 

implementation for the prediction of public healthcare 

outcome 

H1c Strategy will positively influence Big Data Analytics 

structure for the prediction of public healthcare outcome 

 

H1d Strategy will positively influence Big Data Analytics 

development for the prediction of public healthcare 

outcome 

Structure (H2)   

 

 

 

�S� ���������������������� 

 

 

 

 

Accepted 

H2a Structure will positively influence Big Data Analytics 

management for public healthcare outcome prediction 

 

H2b Structure will positively influence Big Data Analytics 

implementation for public healthcare outcome prediction 

H2c Structure will positively influence Big Data Analytics 

structure for public healthcare outcome prediction  

 

H2d Structure will positively influence Big Data Analytics 

development for public healthcare outcome prediction 
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Environment 

(H3) 

  

 

 

 

���S� ������������������������ 

 

 

 

 

Accepted 

H3a Organisation  culture  

H3ai. Organisation culture will positively influence Big Data 

Analytics management for public healthcare outcome 

prediction 

H3aii Organisation culture will positively influence Big Data 

Analytics implementation for public healthcare outcome 

prediction 

H3aiii Organisation culture will positively influence Big Data 

Analytics structure for public healthcare outcome prediction 

Data security will positively influence Big Data Analytics 

management for public healthcare outcome prediction 

H3aiv Organisation culture will positively influence Big Data 

Analytics development for public healthcare outcome 

prediction 

Data security (H3b)  

H3bi Data security will positively influence Big Data Analytics 

management for public healthcare outcome prediction 

H3bii Data security will positively influence Big Data Analytics 

implementation for public healthcare outcome prediction 

H3biii Data security will positively influence Big Data Analytics 

structure for public healthcare outcome prediction 

  

H3biv Data security will positively influence Big Data Analytics 

development for public healthcare outcome prediction 
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Individual (H4)  

 

 

 

 

 

���S� ������������������������ 

 

 

 

 

 

 

Rejected  

H4a Individual roles  

H4ai Individual roles will positively influence Big Data Analytics 

management for public healthcare outcome prediction 

 

H4aii Individual roles will positively influence Big Data Analytics 

implementation for public healthcare outcome prediction 

 

H4aiii Individual roles will positively influence Big Data Analytics 

structure for public healthcare outcome prediction 

 

H4aiv Individual roles will positively influence Big Data Analytics 

development for public healthcare outcome prediction 

 

4b Individual capabilities  

H4ai Individual capabilities will positively influence Big Data 

Analytics management for public healthcare outcome 

prediction 

H4aii Individual capabilities will positively influence Big Data 

Analytics implementation for public healthcare outcome 

prediction 



366 
 

H4aiii Individual capabilities will positively influence Big Data 

Analytics structure for public healthcare outcome prediction 

H4aiv Individual capabilities will positively influence Big Data 

Analytics development for public healthcare outcome 

prediction 

4c Individual characteristics  

H4ci Individual characteristics will positively influence Big Data 

Analytics management for public healthcare outcome 

prediction 

H4cii Individual characteristics will positively influence Big Data 

Analytics implementation for public healthcare outcome 

prediction 

H4ciii Individual characteristics will positively influence Big Data 

Analytics structure for public healthcare outcome prediction 

H4civ Individual characteristics will positively influence Big Data 

Analytics development for public healthcare outcome 

prediction 

Task (H5)  

 

 

 

 

 

 

 

 

 

 

 

H5a Data collection  

H5ai The data collected will positively influence Big Data 

Analytics management for     influence public healthcare 

outcome prediction 

H5aii The data collected will positively influence Big Data 

Analytics implementation for influence public healthcare 

outcome prediction 
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H5aiii The data collected will positively influence Big Data 

Analytics structure for influence public healthcare outcome 

prediction 

 

 

 

 

 

�������������������������� 

 

 

 

 

 

Accepted 

H5aiv The data collected will positively influence Big Data 

Analytics development for influence public healthcare 

outcome prediction 

5b Data Pre-processed  

H5ai The data pre-processed will positively influence Big Data 

Analytics management for influence public healthcare 

outcome prediction 

 

H5aii The data pre-processed will positively influence Big Data 

Analytics implementation for influence public healthcare 

outcome prediction 

 

 

 

H5aiii 

The data pre-processed will positively influence Big Data 

Analytics structure for influence public healthcare outcome 

prediction 

 

H5aiv The data pre-processed will positively influence Big Data 

Analytics development for influence public healthcare 

outcome prediction 

 

H5c Data analysis  
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H5ci Data analysis techniques used will positively influence Big 

Data Analytics management for influence public healthcare 

outcome prediction 

 

H5cii Data analysis techniques used will positively influence Big 

Data Analytics implementation for influence public 

healthcare outcome prediction 

 

H5ciii Data analysis techniques used will positively influence Big 

Data Analytics structure for influence public healthcare 

outcome prediction 

 

H5civ Data analysis techniques used will positively influence Big 

Data Analytics development for influence public healthcare 

outcome prediction 

 

5d Data visualization  

H5di Data visualization abilities will positively influence Big Data 

Analytics management for influence public healthcare 

outcome prediction 

H5dii Data visualization abilities will positively influence Big Data 

Analytics implementation for influence public healthcare 

outcome prediction 
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H5diii Data visualization abilities will positively influence Big Data 

Analytics structure for influence public healthcare outcome 

prediction 

H5div Data visualization abilities will positively influence Big Data 

Analytics development for influence public healthcare 

outcome prediction 

Technology (H6)   

 

 

 

 

 

 

 

 

���S� ������������������������ 

 

 

 

 

 

 

 

 

 

Rejected 

H6a Technological infrastructure  

 

H6ai 

The technological infrastructure used will positively 

influence Big Data Analytics management for public 

healthcare outcome prediction 

H6aii The technological infrastructure will positively influence Big 

Data Analytics implementation for public healthcare 

outcome prediction  

 

H6aiii The technological infrastructure will positively influence Big 

Data Analytics structure for public healthcare outcome 

prediction  

 

H6aiv The technological infrastructure will positively influence Big 

Data Analytics development for public healthcare outcome 

prediction  

 

H6b Technological application  
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H6bi The technological application used will positively influence 

Big Data Analytics management for public healthcare 

outcome prediction 

 

H6bii The technological application will positively influence Big 

Data Analytics implementation for public healthcare 

outcome prediction 

H6biii The technological infrastructure will positively influence Big 

Data Analytics structure for public healthcare outcome 

prediction 

H6biv The technological application will positively influence Big 

Data Analytics Development for public healthcare outcome 

prediction 

MIS (BDA) variables  

 

BDA 

management  

(H7a) 

Big Data Analytics management will positively 

influence public healthcare outcome prediction. 

 

Rejected (was removed because of 

multicollinearity reached .000 tolerance level) 

BDA 

implementation 

(H7b) 

Big Data Analytics implementation will positively 

influence public healthcare outcome prediction 

���S� ����������������������) Rejected 

BDA structure 

(H7c) 

Big Data Analytics structure will positively 

influence public healthcare outcome prediction  

 

���S� ����������������������) Accepted 
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BDA 

development 

(H7d) 

Big Data Analytics development will positively 

influence public healthcare outcome prediction 

 

(�S� ����������������������) Accepted 

Qualitative variables   

Other factors Training, Privacy of data, Information sharing, 

operational cost or funding and Value attached to 

data and research positively influence public 

healthcare outcome prediction 

���S� ����������������������) Rejected 

BDA foreseen 

implementation 

challenges 

Staff limited skills, Data interpretation, 

Government policies research positively influence 

public healthcare outcome prediction 

���S� ����������������������) Accepted 

 

The next section discusses the interpretations of findings in relation to hypotheses where 

variables with more than one hypothesis had their collected data combined to get their 

mean value which was used to determine their significance.  

H1: Strategy hypotheses H1a- H1d 

H1a. Strategy will positively influence Big Data Analytics management for the prediction 

of public healthcare outcome 

H1b. Strategy will positively influence Big Data Analytics implementation for the prediction 

of public healthcare outcome.  

H1c. Strategy will positively influence Big Data Analytics structure for the prediction of 

public healthcare outcome. 



372 
 

H1d. Strategy will positively influence Big Data Analytics development for the prediction 

of public healthcare outcome. 
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Interpretation of findings  

H1a- H1d tested strategy (STRA) and its relationships to BDA management (BDMGT), 

BDA implementation (BDAIMP), Big Data Analytics structure (BDASTRU), and Big Data 

Analytics development (BDADEV) for the prediction of public healthcare outcome. The 

hypotheses theorised that strategy as an organisation variable would influence BDMGT, 

BDAIMP, BDASTRU, and BDADEV as MIS variables to affect the organisation 

performance of predicting public healthcare outcome. (Refer to Figure 9.3.) The 

hypotheses were not supported. 

Discussion of finding about H ypothes es H1a-H1d 

Empirically, strategy is supported to be vital in the adoption of BDA (Oracle, 2020). A 

strategy that is formal to address users and managers’ activities, the capabilities of data 

management technologies focusing on their attributes such as BDMGT, BDAIMP, 

BDASTRU, and BDADEV (Weill & Oslon, 1987) would lead to the needs of the 

organisation to obtain value from its data (Raghupathi & Raghupathi, 2014). The 

organisation need in this study is predicting public healthcare outcome. 

Implication of H1a -H1d 

From the perspective of public healthcare employees, especially data or records 

assistants and HMIS managers, strategy scored highly in ‘strongly agreed’, showing the 

importance of the factor towards the adoption of BDA in public healthcare. Although the 

factor was not supported in hypotheses testing, it does not mean strategy is irrelevant to 

assessing the need for adopting BDA in public healthcare. 
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Results from open- ended questions from this study’s data collection tool  

Focusing on the question: Do you think Big Data Analytics will have an impact on early 

disease outbreak outcome predictions (if so what type of impact?), the majority 

participants responded as: 

“Yes! The issue of just using data for only requesting supplies in the healthcare will be 

supplemented by using the same data in early disease outbreak outcome predictions and 

management of outcomes.” 

Other participants responded as: 

“Yes! It will help to attach value to data and research for a positive influence in public 

healthcare outcome management.” 

“BDA could improve in healthcare data management.” 

“Policy making processes on data management could be improved.”  

The hypotheses could not be related very well to MIS characteristics such as BDMGT, 

BDAIMP, BDASTRU, and BDADEV since it was not in place. However, few HMIS 

managers had ideas on BDA. 

H2: Structure (STRU) H ypotheses H2a- H2d 

H2a. Structure will positively influence Big Data Analytics management for public 

healthcare outcome prediction. 

H2b. Structure will positively influence Big Data Analytics implementation for public 

healthcare outcome prediction.  
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H2c. Structure will positively influence Big Data Analytics structure for public healthcare 

outcome prediction.  

H2d. Structure will positively influence Big Data Analytics development for public 

healthcare outcome prediction. 

Interpretation of findings  

H2a-H2d tested structure (STRU) and its relationships to BDA management (BDMGT), 

BDA implementation (BDAIMP), Big Data Analytics structure (BDASTRU), and Big Data 

Analytics development (BDADEV) for the prediction of public healthcare outcome. The 

hypotheses theorised that structure as an organisation variable would influence BDMGT, 

BDAIMP, BDASTRU, and BDADEV as MIS variables to affect the organisation 

performance of predicting public healthcare outcome. (Refer to Figure 9.3.) The 

hypothesis was not supported as indicated in Table 5.7.15 and Table 5.7.14.1. 

Discussion of finding about H ypothesis H2a- H2d 

There is empirical evidence of organisation structure supporting the adoption of new 

innovation such as BDA. The adoption of BDA lies in the presence of learning ability, data 

flow procedures, BDA decision authority, and data governance in the organisation 

structure (Sivarajah et al.,2017). 

Implication of H2a -H2d 

The healthcare employees believe BDA adoption could improve healthcare service 

delivery in as far as disease outcome prediction and management is concerned. 

However, they believe that the organisation structure should have room for training the 
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use of new innovations like BDA. Through the learning process healthcare employees 

would acquire new knowledge or technological capabilities that may improve strategic 

decision-making on healthcare outcome predictions. After learning the use of BDA, the 

users would be comfortable with the complexity of BDA (Shrestha et al., 2018). The next 

section discusses the results from open-ended questions from this study’s data collection 

tool which focused on the questions such as: What other conditions or factors do you 

think will indicate the use of Big Data Analytics? 

Most participants pointed at training as a factor that could enable BDA adoption in public 

healthcare. The participants believe the Ministry of Health should provide a budget on 

training employees on new technologies like BDA. However, for training/learning process 

to be successful, the learners should be ready to learn (Varaa et al, 2019).  

Other participant responses were: 

“Information sharing within the organisation structure should be streamlined.”  

H3: Environment (ENVT) H ypothes es H3a and H3b  

Hypotheses H3a and H3b were combined to get their mean that was used to test their 

significance. 

H3a. Organisation  culture ( ORGCUL) Hypotheses H3ai -H3iv 

H3ai. Organisation culture will positively influence Big Data Analytics management for 

public healthcare outcome prediction. 

H3aii. Organisation culture will positively influence Big Data Analytics implementation for 

public healthcare outcome prediction. 
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H3aiii. Organisation culture will positively influence Big Data Analytics structure for public 

healthcare outcome prediction.  

H3aiv. Organisation culture will positively influence Big Data Analytics development for 

public healthcare outcome prediction. 

Interpretation of findings  

H3ai-H3aiv tested organisation culture (ORGCUL) and its relationships to BDA 

management (BDMGT), BDA implementation (BDAIMP), Big Data Analytics structure 

(BDASTRU) and Big Data Analytics development (BDADEV) for the prediction of public 

healthcare outcome. The hypotheses theorised that organisation culture as an 

organisation variable would influence BDMGT, BDAIMP, BDASTRU, and BDADEV as 

MIS variables to affect the organisation performance of predicting public healthcare 

outcome. (Refer to Figure 7). The hypotheses were supported as indicated in Table 48.  

H3b. Data security (DSEC) hypotheses H3bi -H3biv  

H3bi. Data security will positively influence Big Data Analytics management for public 

healthcare outcome prediction. 

H3bii. Data security will positively influence Big Data Analytics implementation for public 

healthcare outcome prediction. 

H3biii. Data security will positively influence Big Data Analytics structure for public 

healthcare outcome prediction. 

H3biv. Data security will positively influence Big Data Analytics development for public 

healthcare outcome prediction. 
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Interpretation of findings  

H3bi-H3biv tested data security (DSEC) and its relationships to BDA management 

(BDMGT), BDA implementation (BDAIMP), Big Data Analytics structure (BDASTRU), and 

Big Data Analytics development (BDADEV) for the prediction of public healthcare 

outcome. The hypotheses theorised that data security as an organisation variable would 

influence BDMGT, BDAIMP, BDASTRU, and BDADEV as MIS variables to affect the 

organisation performance of predicting public healthcare outcome. (Refer to Figure 7). 

The hypotheses were supported as indicated in Table 48.  

Discussion of finding about H ypothes es H3a and H3b  

This hypothesis being supported is not a surprise. According to Trujillo et al. (2005), 

organisational culture influences an organisation’s ability to interpret the new data it 

receives from its environment. It is in the environment whose policies are set to guide on 

what to do with the available data (Cappiello et al., 2013); the policies help to ensure data security 

(Sivarajah et al., 2017). 

Implication of H3a and H3b 

The healthcare employees’ responses show that all the organisation culture indicators 

showed high percentages on ‘strongly agree’. This made me to conclude that organisation 

culture in regard to healthcare roles affects the organisation performance of predicting 

healthcare outcomes (Sagirogive & Sinanc, 2013). This is evidenced by the current 

situation where hospital structures operate in a predictable environment of disease 

outbreak.  
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Weber et al. (2009) and Tallon (2013) argue that a BDA program that works for one 

organisation may not succeed in other due to different organisation cultures and working 

environments. This shows that the staff or stakeholders in the healthcare system are not 

aware of the challenges they are facing. This brings about security issues in the Health 

Management Information Systems (HMIS) which is weak (Health sector plan Uganda, 

2015). 

Results from open- ended questions  

Focusing on the question: What other conditions or factors do you think will indicate the 

use of Big Data Analytics?  

The majority of participants spoke about the privacy of patients’ data, implying that the 

security of patients’ private data is compromised.  

Some of the comments made were: 

 “If patients’ data is protected in the healthcare information system, the BDA can be used.” 

H4. Individual (IND) H ypothes es H4a-H4c 

Hypotheses H4a-H4c were combined to get their mean, which was used to test their 

significance. 

H4a. Individual roles (INDR) Hypothes es H4ai -H4iv 

H4ai. Individual roles will positively influence Big Data Analytics management for public 

healthcare outcome prediction. 
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H4aii. Individual roles will positively influence Big Data Analytics implementation for public 

healthcare outcome prediction. 

H4aiii. Individual roles will positively influence Big Data Analytics structure for public 

healthcare outcome prediction. 

H4aiv. Individual roles will positively influence Big Data Analytics development for public 

healthcare outcome prediction. 

Interpretation of findings  

H4ai-H4aiv tested individual roles (INDR) and its relationships to BDA management 

(BDMGT), BDA implementation (BDAIMP), Big Data Analytics structure (BDASTRU) and 

Big Data Analytics development (BDADEV) for the prediction of public healthcare 

outcome. The hypotheses theorised that individual roles as an organisation variable 

would influence BDMGT, BDAIMP, BDASTRU, and BDADEV as MIS variables to affect 

the organisation performance of predicting public healthcare outcome. (Refer to Figure 

7.) The hypotheses were not supported. 

4b. Individual capabilities (INDCAP) H ypothes es H4bi -H4biv  

H4bi. Individual capabilities will positively influence Big Data Analytics management for 

public healthcare outcome prediction. 

H4bii. Individual capabilities will positively influence Big Data Analytics implementation 

for public healthcare outcome prediction. 

H4biii. Individual capabilities will positively influence Big Data Analytics structure for public 

healthcare outcome prediction. 
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H4biv. Individual capabilities will positively influence Big Data Analytics development for 

public healthcare outcome prediction. 

Interpretation of findings  

H4bi-H4biv tested individual capabilities (INDCAP) and its relationships to BDA 

management (BDMGT), BDA implementation (BDAIMP), Big Data Analytics structure 

(BDASTRU), and Big Data Analytics development (BDADEV) for the prediction of public 

healthcare outcome. The hypotheses theorised that individual capabilities as an 

organisation variable would influence BDMGT, BDAIMP, BDASTRU, and BDADEV as 

MIS variables to affect the organisation performance of predicting public healthcare 

outcome. (Refer to Figure 7). The hypotheses were not supported.  

4c. Individual characteristics (INDCHA) H ypothes es H4ci -H4civ  

H4ci. Individual characteristics will positively influence Big Data Analytics management 

for public healthcare outcome prediction. 

H4cii. Individual characteristics will positively influence Big Data Analytics implementation 

for public healthcare outcome prediction. 

H4ciii. Individual characteristics will positively influence Big Data Analytics structure for 

public healthcare outcome prediction. 

H4civ. Individual characteristics will positively influence Big Data Analytics development 

for public healthcare outcome prediction. 
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Interpretation of findings  

H4ai-H4iv tested individual characteristics (INDCHA) and its relationships to BDA 

management (BDMGT), BDA implementation (BDAIMP), Big Data Analytics structure 

(BDASTRU), and Big Data Analytics development (BDADEV) for the prediction of public 

healthcare outcome. The hypotheses theorised that individual characteristics as an 

organisation variable would influence BDMGT, BDAIMP, BDASTRU, and BDADEV as 

MIS variables to affect the organisation performance of predicting public healthcare 

outcome. (Refer to Figure 7) The hypotheses were not supported as indicated in Table 

40.  

Discussion of finding about H ypothes es H4a-H4c 

Empirically research shows that individuals play a big role in the adoption of new 

technologies such as BDA (Rogers, 1995). Individual roles contribute much to the 

acceptance or rejection of new technologies. This depends on who is responsible, 

consulted, accountable, and informed (Wende & Otto, 2007). Individual capabilities are 

skills employees possess in order to be in a position to adopt and use BDA. Individual 

characteristics depend on the person who can influence the adoption of new technologies 

in an organisation. A positive attitude towards a new technology attracts the need to adopt 

a new technology, and the reverse is true (Dhar, 2012). It is the individual who looks at 

the relative advantage versus its complexity before it is recommended for adoption. 
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Implication of H4a -H4c 

Public healthcare employees do not believe that they have the skills that can be used for 

BDA. The individual roles seem not to be streamlined as far as prediction of public 

healthcare outcome for diseases outbreak is concerned. The top management 

concentrates more on logistic supplies from HMIS than the decisions made for outcome 

predictions.  
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Results from open- ended questions  

Focusing on the question: What challenges do you foresee in the implementation of Big 

Data Analytics in public healthcare outcome management? 

The participants were anonymous on limited staff skills and the difficulty in data 

interpretation. They had the following to say: 

“Staff should be trained on new technologies like BDA then everything will be fine for 

analysis.” 

“May be if there are guidelines on how to use BDA.” 

“Interpreting data require various knowledge of what is needed.” 

“Top management to be involved in data management needs.” 

H5. Task (TSK) hypotheses H5a- H5d 

H5a. Data collection (DCOL) hypothese s H5ai -H5aiv 

H5ai. The data collected will positively influence Big Data Analytics management for     

influence public healthcare outcome prediction. 

H5aii. The data collected will positively influence Big Data Analytics implementation for     

influence public healthcare outcome prediction. 

H5aiii. The data collected will positively influence Big Data Analytics structure for     

influence public healthcare outcome prediction. 
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H5aiv.The data collected will positively influence Big Data Analytics development for     

influence public healthcare outcome prediction. 
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Interpretation of findings  

H5ai-H5aiv tested data collection (DCOL) and its relationships to BDA management 

(BDMGT), BDA implementation (BDAIMP), Big Data Analytics structure (BDASTRU), and 

Big Data Analytics development (BDADEV) for the prediction of public healthcare 

outcome. The hypotheses theorised that data collection as an organisation variable would 

influence BDMGT, BDAIMP, BDASTRU, and BDADEV as MIS variables to affect the 

organisation performance of predicting public healthcare outcome. (Refer to Figure 9.3.) 

The hypotheses were supported as indicated in Table 42 and Table 48. 

5b. Data Pre- processed (DPRE) hypothes es H5bi -H5biv  

H5bi. The data pre-processed will positively influence Big Data Analytics management 

for influence public healthcare outcome prediction. 

H5bii. The data pre-processed will positively influence Big Data Analytics implementation 

for influence public healthcare outcome prediction. 

H5biii. The data pre-processed will positively influence Big Data Analytics structure for 

influence public healthcare outcome prediction. 

H5biv. The data pre-processed will positively influence Big Data Analytics development 

for influence public healthcare outcome prediction. 

Interpretation of findings  

H5bi-H5biv tested data pre-processed (DPRE) and its relationships to BDA management 

(BDMGT), BDA implementation (BDAIMP), Big Data Analytics structure (BDASTRU), and 

Big Data Analytics development (BDADEV) for the prediction of public healthcare 
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outcome. The hypotheses theorised that data pre-processed as an organisation variable 

would influence BDMGT, BDAIMP, BDASTRU, and BDADEV as MIS variables to affect 

the organisation performance of predicting public healthcare outcome. (Refer to Figure 

7.) The hypotheses were supported as indicated in Table 42 and Table 48. 
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H5c. Data analysis (DANAL) H ypothesis H5ci -H5civ  

H5ci.Data analysis techniques used will positively influence Big Data Analytics 

management for influence public healthcare outcome prediction. 

H5cii. Data analysis techniques used will positively influence Big Data Analytics 

implementation for influence public healthcare outcome prediction. 

H5ciii. Data analysis techniques used will positively influence Big Data Analytics structure 

for influence public healthcare outcome prediction. 

H5civ. Data analysis techniques used will positively influence Big Data Analytics 

development for influence public healthcare outcome prediction. 

Interpretation of findings  

H5ci-H5civ tested data analysis (DANAL) and its relationships to BDA management 

(BDMGT), BDA implementation (BDAIMP), Big Data Analytics structure (BDASTRU), and 

Big Data Analytics development (BDADEV) for the prediction of public healthcare 

outcome. The hypotheses theorised that data analysis as an organisation variable would 

influence BDMGT, BDAIMP, BDASTRU, and BDADEV as MIS variables to affect the 

organisation performance of predicting public healthcare outcome. (Refer to Figure 9.3.) 

The hypotheses were supported as indicated in Table 42 and Table 48. 

5d. Data visualization (DVIS) hypothese s H5di -H5div  

H5di. Data visualization abilities will positively influence Big Data Analytics management 

for influence public healthcare outcome prediction. 
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H5dii. Data visualization abilities will positively influence Big Data Analytics 

implementation for influence public healthcare outcome prediction. 

H5diii. Data visualization abilities will positively influence Big Data Analytics structure for 

influence public healthcare outcome prediction. 

H5div. Data visualisation abilities will positively influence Big Data Analytics development 

for influence public healthcare outcome prediction. 

Interpretation of findings  

H5di-H5div tested data visualisation (DVIS) and its relationships to BDA management 

(BDMGT), BDA implementation (BDAIMP), Big Data Analytics structure (BDASTRU), and 

Big Data Analytics development (BDADEV) for the prediction of public healthcare 

outcome. The hypotheses theorised that data visualization as an organisation variable 

would influence BDMGT, BDAIMP, BDASTRU, and BDADEV as MIS variables to affect 

the organisation performance of predicting public healthcare outcome. (Refer to Figure 

7.) The hypotheses were supported. 

Discussion of finding about H ypothes es H5a-H5d  

Empirically, researchers show that data collection, pre-processing, analysis, and 

visualization are tasks performed in order to get value from data (Raghupathi & 

Raghupathi, 2014). Data collection is done within the organisation environment and is 

pre-processed, analysed, and visualised using the selected tools and platforms. 
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Implication of H5a -H5d 

Public healthcare employees are not certain on what data they should collect for BDA. 

Most participants acknowledged that they had no idea about BDA. The respondents 

showed that the data is mostly collected from Ministry of Health managed healthcare 

facilities. This implies that other sources of data are not considered. The participants 

believe that since the top management does not demand disease outbreak outcome 

prediction to be extracted from healthcare data and other sources of data such as NGOs, 

faith-related healthcare centres and CBOs, they may not be able to get adequate data to 

get a clear picture of disease outcome prediction. This is because a big portion of the 

population uses other healthcare facilities which are not government aided.  

H6. Technology (TECH) hypothes es H6a and H6b  

H6a. Technological infrastructure (INFRA) H6ai -H6aiv 

H6ai. The technological infrastructure used will positively influence Big Data Analytics 

management for public healthcare outcome prediction. 

H6aii. The technological infrastructure will positively influence Big Data Analytics 

implementation for public healthcare outcome prediction.  

H6aiii. The technological infrastructure will positively influence Big Data Analytics 

structure for public healthcare outcome prediction.  

H6aiv. The technological infrastructure will positively influence Big Data Analytics 

development for public healthcare outcome prediction.  
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Interpretation of findings  

H5di-H5div postulated that technological infrastructure (INFRA) of the organisation will 

contribute to the integration of BDA management (BDMGT), BDA implementation 

(BDAIMP), Big Data Analytics structure (BDASTRU), and Big Data Analytics development 

(BDADEV) for the prediction of public healthcare outcome. The hypotheses theorised that 

technological infrastructure as an organisation variable would influence BDMGT, 

BDAIMP, BDASTRU, and BDADEV as MIS variables to affect the organisation 

performance of predicting public healthcare outcome. (Refer to Figure 7.) The hypotheses 

were supported. 

H6b. Technological application (APP) H ypothes es H6bi -H6biv  

H6bi. The technological application used will positively influence Big Data Analytics 

management for public healthcare outcome prediction. 

H6bii. The technological application will positively influence Big Data Analytics 

implementation for public healthcare outcome prediction. 

H6biii. The technological infrastructure will positively influence Big Data Analytics 

structure for public healthcare outcome prediction. 

H6biv. The technological application will positively influence Big Data Analytics 

Development for public healthcare outcome prediction. 
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Interpretation of findings  

H5bi-H5biv tested technological application (APP) and its relationships to BDA 

management (BDMGT), BDA implementation (BDAIMP), Big Data Analytics structure 

(BDASTRU), and Big Data Analytics development (BDADEV) for the prediction of public 

healthcare outcome. The hypotheses theorised that technological application as an 

organisation variable would influence BDMGT, BDAIMP, BDASTRU, and BDADEV as 

MIS variables to affect the organisation performance of predicting public healthcare 

outcome. (Refer to Figure 9.3.) The hypotheses were supported.  

Discussion of finding about H ypothes es H6a and H6b  

The technology currently used in public healthcare will support or reject the use of the 

new technology. In case of incompatibility, the new technology will be rejected. But when 

it is compatible then the new technology will be accepted. This depends on the 

infrastructure and application used. The effectiveness of the current technology needs to 

be assessed to determine whether the current MIS is effective towards organisational 

actions and moving the organisation towards its overall strategic goals (Gregor, 2006). 

The current HMIS is weak in carrying out serious analysis (Health Sector Plan Uganda, 

2015). 

Implication of H6a and H6b 

A high level of responses indicated that the data type used for analysis was extracted 

from human generated data which are doctors’ notes, HMIS, emails, and paper 

documents. This implies that other data sources that support the use of BDA 

infrastructure and application are not currently collected. The majority of the respondents 
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acknowledged that they do not have the infrastructure to support the use of BDA 

technology. The application used is HMIS. So, to acquire tools that are needed to support 

the process of BDA may be a challenge. However, the same respondents mentioned that 

BDA can be adopted if the necessary requirements are provided. 
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H7. BDA Management (BDAMGT) hypothesis H7a 

H7a. Big Data Analytics management will positively influence public healthcare outcome 

prediction.  

Interpretation of findings  

H7a tested Big Data Analytics management (BDAMGT) and its relationship to public 

healthcare outcome prediction. The hypothesis theorised that BDAMGT as an MIS 

variable would influence organisation performance of predicting public healthcare 

outcome. The hypothesis was not determined because of its being excluded from analysis 

regression as indicated in Table 42 and Table 48. 

Discussion of finding about H ypothesis H7a 

This is the new technology characteristics that stipulate how to manage it in order to be 

adopted. Technology adoption puts across three issues in the mind of individuals: Will the 

technology be accepted? Will it be used? Will it deliver what it is supposed to deliver? If 

the individuals are to use the technology but do not find it valuable, then it will be rejected. 

On the other hand, if the technology is assessed and found to be of value then it is 

accepted (Rogers, 1995; Loez & Petter, 2018).  

Implication of H7a  

The finding in this hypothesis has serious implication on the adoption of BDA. The results 

show that the majority of respondents were uncertain about BDA management issues. 

This implies that the viability of BDA to the healthcare strategic needs are not yet focused 

on (Mazsei & Noble, 2019). So, an awareness session is supposed to be organised with 
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the aim of explaining how BDA works and its benefits to the direct and indirect users (Loez 

& Petter, 2018). So, the responsibility of BDA adoption goes to the top management 

where they need to consult more on the adoption and use of BDA. With that, they can 

have some lessons learnt, and gain insights into how to incorporate BDA into HMIS. 
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H7b. BDA Implementation (BDAIMP)  

H7b. Big Data Analytics implementation will positively influence public healthcare 

outcome prediction. 

Interpretation of findings  

H7b tested Big Data Analytics implementation (BDAIMP) and its relationship to public 

healthcare outcome prediction. The hypothesis theorised that BDAIMP as an MIS variable 

would influence organisation performance of predicting public healthcare outcome. The 

hypothesis was not supported.  

Discussion and implication of finding about H ypothesis H7b  

The results of the hypothesis were focusing on BDA variety, variability characteristics, 

and functions and how it is implemented under BDAIMP. Implementation of Big Data 

Analytics needs the involvement of both technical and managerial members of an 

organisation (Vaishnavi & Kuechler, 2015); hence, it is a social-technical issue (Mkhomazi 

& lyamu, 2013). There should be compatibility in healthcare systems between the 

organisation structures and the BDA technology to be implemented (Kechadi, 2016).  

H7c. BDA Structure  

H7c. Big Data Analytics structure will positively influence public healthcare outcome 

prediction.  
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Interpretation of findings  

H7c tested Big Data Analytics structure (BDASTRU) and its relationship to public 

healthcare outcome prediction. The hypotheses theorised that BDASTRU as an MIS 

variable would influence organisation performance of predicting public healthcare 

outcome. The hypothesis was supported as indicated in Table 42 and Table 48. 
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Discussion and implication of finding about H ypothesis H7c  

This hypothesis was focusing on the complex structure of BDA in terms of its 

characteristics of velocity, variety, and volume. The characteristics were measured in 

terms of software, database, procedures, hardware, input and output, and operating 

personnel’s that may use the new data management technology. The results showed that 

BDA as a new technology is not yet adopted due to its complexity and no prospects of 

training the users. So, this again bounces back to the top management. 

H7d. BDA Development (BDADEV) hypothesis  

H7d. Big Data Analytics development will positively influence public healthcare outcome 

prediction. 

Interpretation of findings  

H7d tested Big Data Analytics development (BDADEV) and its relationship to public 

healthcare outcome prediction. The hypothesis theorised that BDASTRU as an MIS 

variable would influence organisation performance of predicting public healthcare 

outcome. The hypothesis was supported.  

Discussion and implication of finding about H ypothesis H7d  

This hypothesis was accepted. The design of a new technology is very important to be 

considered for its adoption. For a new technology to be usable, the users must be 

conformable with it hence its ease-of-use (Shrestha et al., 2018). BDA is said to be 

complex in terms of its data types and the analysis methods used (Kaisler et al., 2013; 

Chang et al., 2017). However, the complexity can be overcome by the learnability.  
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6.2.1 Conclusions in relation to hypotheses  

The results in this study affirm the results of other BDA and data management 

researchers such as Russom (2011), Youssef (2014), and Gonzalez-Alonso et al. (2017). 

One of the outstanding findings is that the adoption and usage of an innovation or new 

technology depends on how the users perceive an innovation and the management 

support (Rogers, 1995; Loez & Petter, 2018). This is supported by the selected variable 

for model development. All of them are management related apart from BDASTRU. So, 

the responsibility of BDA adoption and use goes to the top management in public 

healthcare to ensure that they provide what is required by direct and indirect users of BDA 

as a proposed data management technological intervention. Because the top 

management support, the users will have a positive attitude towards the intervention 

(Rogers, 1983). Top management in an organisation setting provides communication 

awareness about change, training, and involvement of key stakeholders in the planning 

and implementation processes (Gregor, 2006). Planning for MIS processes is done at all 

management levels (Glanz, 2016). With the above done, organisations (PH) and 

managers are assured of prediction of healthcare outcome. 

6.2.2 Conclusions in relation to research problem  

The research problem that this study sought to find answers for was: What will be a 

suitable BDA classification model to be used as a PH-PM for early disease outbreak 

prediction that can be leveraged to facilitate early infectious disease outbreaks prediction 

of public health outcomes? The findings, implications, and conclusions about this study’s 
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research hypothesis provided part of the solution to the problem as discussed in Section 

6.1. 

Based on the findings presented in the above sections, the overall conclusion drawn is 

that: 

Organisation structure (STRU), environment (ENVT), BDA management (BDAMGT), and 

BDA structure (BDASTRU) are the selected variables that were used in the model 

development. Multiple regression model (MRM) was the classification model that was 

selected to be suitable for use in public health for early disease outbreak prediction that 

could be leveraged to facilitate early infectious disease outbreaks prediction of public 

health outcomes. The next section presents a modified version of the research model. 

6.2.3 A modified version of the research framework  

Based on the findings and results of developed MRBDA-PH-PM coefficients using testing 

data, the research framework in Figure 9.3 was modified. Strategy (STRA), individual 

(IND), technology (TECH), task (TSK), Big Data Analytics development (BDADEV), and 

other BDA qualitative factors such as training, privacy of data, information sharing, 

operational cost or funding, value attached to data and research (other BDA factors), and 

BDA foreseen implementation challenges such as staff limited skills, data interpretation, 

and government policies (BDA foreseen implementation challenges) were not supported 

for model development; so they were left out. The supported factors with their coefficients 

were STRU, ENVT, BDMGT, BDASTRU, and PHCO as a dependent variable in the 

modified model as shown below. 
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6.2.5 Selected algorithm or BDA -PH-PM 

Choi & Varian (2012) assert that it is vital to select an algorithm that suites the 

environment of the user. However, selecting the appropriate algorithm depends on the 

intentions of the developer, which is based on the objective of the user (Alaka, 2017). In 

this study, the intentions of the developer who was me identified the appropriate algorithm 

that could be used by the PH employees to predict early disease outbreak healthcare 

outcome.  

The algorithms used for model selection were selected depending on the assumptions 

made by a contingency model used in management information systems (MIS) research, 

which was adopted to underpin this study. The contingency theory of MIS assumes that 

a number of contingency variables influence the performance of information systems in a 

linear way (Weill & Oslon, 1989). So, based on the above assumption, this study used 

LM where LR, MR, and LDA and QDA were used. So, the model development 

classification algorithm was modified as presented below: 
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6.2.6 Data management factors 

These are categorised into factors related to the characteristics of data itself, and process 

of data which is related to techniques of how to process data - how to capture, integrate 

and transform data, select the right model for analysis, and how to provide results 

(Sivarajah et al., 2017). Characteristics of data itself include volume, variety, and velocity 

(Roy & Singh, 2017). Data management process was also demonstrated by a data 

framework workflow presented in Figure 10.4 which was used as an analysis framework 

that guided this study in the analysis process (Raghupathi & Raghupathi, 2014). So, it is 

only BDA structure (BDASTRU) that was supported as a data management factor for 

model development. 

BDA structure (BDASTRU) : this is an MIS (BDA) variable that focused on the 

characteristic of data itself in terms of speed, volume, variety, and velocity. This explains 

the complexity of BDA (Kaisler et al., 2013). So, BDA could be not in use at the moment 

due to the PH employee perception about the complexity of BDA (Kechadi, 2016), in 

addition to limited skills where experts in healthcare domain do not have BDA skills to 

interpret data collected for better insight and decision-making (Sagirogive & Sinanc, 

2013). BDA skills are very important for the organisations’ successful performance 

(Akhtar et al., 2019). In a nutshell, this calls for organizational learning where members 

of the organization (PH) would acquire new knowledge or technological capabilities (BDA) 

that can improve strategic decision-making, tactical planning, or design and operational 

activities for early disease outbreak outcome predictions (Varaa et al, 2019). The next 

section discusses non-data management which are factors categorised as data 

governance issues (Sivarajah et al., 2017).  
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Structure (STRU): this is organization structure which is a contingency factor. Structure 

could support the adoption of BDA in PH when there is the appropriate fit between the 

organization’s structure and that of MIS (BDA) as a service function (Weills & Olson, 

1989).  

Environment (ENVT) : this is a contingency factor where BDA as an MIS function serves 

(Weills & Olson, 1989). Organization environment is very important in the acceptance of 

any new technology such as BDA. This is because it involves culture, security, and 

privacy. When the roles, processes, and structures in an organization environment are 

considered towards the benefits of BDA (Trujillo et al., 2005), then policies are set to 

guide on what to do with the complexity of BDA structure (Cappiello et al., 2013). 

BDA management (BDMGT) : this is an MIS factor. However, it is based on how the 

users perceive the usefulness of MIS (BDA) by assessing its relative advantage (Shrestha 

et al., 2018). This makes BDMGT a non-data management factor. A positive perception 

would influence its adoption (Sivarajah et al., 2017). So, this calls for effective 

collaboration with organization department (Mikalef et al, 2017; Torrecilla Romo, 2018).  

The next section discusses the summary of findings in relation to the study objectives. 

6.3 Summary of findings in relation to the study objectives  

6.3.1 To establish the sources of Big Data used for intervention in  disease outbreak  

The identification of sources of BD used for intervention in disease outbreak outcome was 

through literature review and a survey using open and closed-ended questionnaires. This 

objective focused on the environment where sources of data are extracted (Loez & Petter, 

2018) This was the first step in the process of identifying factors that would be used in 
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model development using an applied conceptual architecture of Big Data Analytics (BDA) 

(Elragal & Klischewski, 2017). The sources of data identified from literature were web and 

social media data, machine to machine data, transaction data, biometric data, and 

human-generated data. The task variable was used to elicit participant’s knowledge on 

the sources of BD.  

6.3.2 To Identify how data is pre -processed in order to be transformed for 

processing 

This study responded to this objective with the guidance of the second stage of BDA 

(Raghupathi & Raghupathi, 2014). The methods of data transformation identified from 

literature were summarizing, averaging, selecting part of the data, graphing by 

summarizing, averaging, selecting part of the data, graphing, and adding context and 

value (Khan, 2018). The pre-processing activity in data analysis under task variables was 

used to elicit the participants’ knowledge on how data is pre-processed to identify the 

platforms used to process data.  

This study responded to this objective with the guidance of the third stage of BDA 

(Raghupathi & Raghupathi, 2014). The platforms used identified from literature were 

MapReduce, Pig, Hive, Jaql, Zoo keeper, Hbase, Cassandra, Oozie, Avro, Mahout, R, 

HMIS, and HDFS. This study used the technology construct to elicit participants’ 

information on what platforms are used. The results showed that it was only HMIS and 

‘others’ that were selected.  
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6.2.3 To identify the platforms used to process data.  

This study responded to this objective focusing on the sytems used in processing data. 

The task variable was used under the sub them of pre-processing to elicit the participant’s 

views on what platform used in pre-processing data for prediction of disease outcome. 

Literature and the survey results showed that, they were using Health management 

information system (HMIS). 

6.2.4 To establish how early disease outcome prediction is done currently  

This study responded to this objective focusing on the processes done in analysis for 

prediction of early disease outcome. The data analysis activity under task variable was 

used to elicit the participants’ views on how outcome prediction is done. The analysis 

algorithms identified from literature were decision tree model, support vector machine 

(SVM), random forest (RF), logistic regression (LR), adaptive boosting (AB), multiple 

discriminant analysis (MDA), naïve bayes model, singular value decomposition (SVD), 

and artificial neural networks (ANN). The results showed only decision tree model, logistic 

regression, and multiple discriminant analysis were selected. This implies that the 

respondents were not using AI algorithms for analysis.  

6.2.5 To investigate the challenges encountered in the process of disease outbreak   

outcome prediction  

This study responded to this objective by categorizing the challenges into data, process, 

and management challenges following the data life cycle. The challenges identified from 

the literature review were:  
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�x (a) challenges of the data itself : volume, variety, veracity, variability, 

visualization, and value.  

�x (b) challenges of data processing : Data aggregation, integration, analysis, 

modelling, interpretation, acquisition, mining, warehousing, and cleaning. 

�x (c) Challenges of management , which  include : data governance, security, 

privacy, information sharing, cost/operational expenditures, and ownership.  

This study’s variables of organization strategy (STRA), organization structure (STRU), 

environment (ENVT), and BDA management (BDMGT) identified from the modified 

research framework were used to elicit participant’s views on the challenges encountered 

in the process of disease outbreak outcome prediction. 

The data collected from the variables above was subjected to a number of analyses and 

techniques using SPSS, R studio, and R programming as indicated and presented in 

Chapter 5. The study ended up extracting STRU, ENVT, BDMGT, and BDASTRU that 

were supported and qualified to be used in the model development. 

6.2.6 To use the identified variables  or challenges to develop a BDA -PH-PM that 

can be used for early disease outbreak outcome prediction  

The supported variables were further used to develop a BDA-PH-PM that would be used 

for early disease outbreak outcome prediction. The collected data was partitioned into 

train and test data. The train data was used for model development and test data was 

used to evaluate the model. The model was developed using the LR, LDA, QDA, and MR 

model. MR was selected as an appropriated model depending on the variables’ coefficient 
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and accuracy. All the coefficients’ results showed that all the selected variables were 

significant dependent variables as presented below: 

Coefficients:  

             Estimate Std. Error z value Pr(>|z|)     

(Intercept) - 11.83466    3.71168  - 3.188  0.00143 **  

STRU         - 0.56881    0.09835  - 5.783 7.32e - 09 ***  

ENVT          0.78510    0.12958   6.059 1.37e - 09 ***  

BDMGT         0.50980    0.19529   2.611  0.00904 **  

BDASTRU       0.22717    0.08910   2.550  0.01078 *   

---  

 The p-values to the extreme left of the table show the level of variable with a symbol * of 

significance. Further, the relevance of the developed model was explained in Section 

6.1.6. 

6.3 CONTRIBUTIONS OF THE STUDY 

This study’s task was to develop a Big Data Analytics Public Health Predictive Model 

(BDA-PH-PM) that could be leveraged to facilitate early infectious disease outbreaks 

prediction for improved health outcomes. There were no identified BDA predictive models 

known for predicting infectious disease outbreak outcomes. This study went ahead and 

identified BDA challenges that could be used for the adoption of BDA as a data 

management new technology. One of the objectives of this study was to identify data 

management challenges and to develop a predictive model. Having achieved this study’s 

objective, the study made contribution to the body of information system theoretically, 

practically, and methodologically. 
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6.3.1 Theoretical contributions  

This study theoretically contributed to Big Data Analytics and its use (Torrecilla & Romo, 

2018). to achieve a healthier nation in which people can live longer with less suffering 

from diseases and stop disease spread (Department of Health, 2012). The study also 

addressed Manisha et al.’s (2016) recommendation about the necessity to address the 

lag between data collection and processing. This study as well responded to King’s call 

(2016) for the necessity of dealing with the outburst of data which could require 

connecting systems in different organizations (Jaulent et al., 2016). The integration of big 

data from different organizations would ensure new discoveries, and creation of new 

knowledge improves and redefines health and well-being. Though integration is still a 

challenge (Jaulent et al., 2016), it can be minimised through data governance (Gonzalez-

Alonso et al., 2017). The study contributed to the work of other researchers such as Ola 

and Sedig (2014) and Bates et al. (2014) who made recommendations on the importance 

of BDA in public health for early prediction of diseases. This study also contributed to 

Sustainable Development Goal (SDG) 3 and 13. SDG 3 specifically targets strengthening 

capacity for early warning and response to health risks. SDG 13 specifically targets 

impact reduction and early warning.  

6.3.2 Practical contribution  

This study contributed practically to the need of implementing and using Big Data 

analytics (Manisha et al., 2016). The developed BDA-PH-PM may assist health 

professionals (managers) to carry out public health management activities on disease 

outbreak outcome (Ola & Sedig, 2014). BDA-PH-PM would also provide guidance to 
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public health stakeholders to ensure real time disease outbreak outcome prediction, 

hence working as an early prediction and tracking mechanism that can reduce the impact 

of the epidemics. In return, this would be preventing the disease outbreak from becoming 

unmanageable (Xie et al., 2017). In that way, the study would be contributing to already 

existing disease surveillance frameworks such as Global Outbreak Alert and Response 

Network (GOARN) and Global Intelligence ‘s (GPHIN) (Christaki, 2015; WHO, 2018) 

recommendation that new technologies when used could speed up procedures of data 

sharing and management for public health preparedness and response. As a result, this 

makes possible the reaching out to the population or community needs of efficient and 

effective provision of health services which are less costly to individuals, governments, 

and international bodies (Bates et al., 2014). 

6.3.3 Methodological contribution 

Methodologically this study contributed to assisting public health professionals to get 

insights from big data and then translate insights into action for early prediction of 

infectious diseases outbreak outcome (Quitzau, 2014). The model could contribute to 

strengthening public health preparedness to support an appropriate public health 

response.  

6.4 Implication to theory  

Previous research on BDA was done in the field of public healthcare but without reference 

to IS theories. A theory shows an orderly way of organizing and clarifying interpretations 

within a set of reports about the relationship between phenomena (Baskerville et al., 

2018). So, BDA is an IS field which needs to be studied from an IS perspective following 
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a systematic way of organizing and explaining observations within a set of statements 

about the relationship between the data and non-data management variables for 

predicting public healthcare outcome. Most researchers in public healthcare concentrated 

on health informatics focusing on medical-related issues, and none have ventured into 

MIS as applied in a public health social setting. This study has been ground breaking. 

The next section addresses recommendations or future research opportunities. 

6.5 Limitations of the study  

Every single study comes with some limitations, so this study is not an exception. This 

study was unable to reach the targeted geographical coverage of western and central 

Uganda. The study covered only 56 health Centre IVs and 14 hospitals and 2 referral 

hospitals in mid-western Uganda. the comparison between two or more regions might 

disclose some details that were missed by this study. This study mostly focused on data 

management and employees as respondents. The decision makers were few. This study 

couldn’t carry out interviews due to the COVID-19 pandemic. 

6.6 Future research opportunities  

Based on the procedure and results of this study, the areas that future studies should 

look at are as follows:   

�x The study can be carried out in other developing countries to support or reject 

these findings. 

�x Focus on the role of data management in the department of public health. 
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�x Carry out interviews which would give a deeper understanding on the adoption of 

BDA in public health. 

�x In this study, data was gathered using a cross-section time frame. The longitudinal 

approach could be used in data collection to discover if different conclusions could 

be made.  

�x The study could use AI tools in model development and selection of the 

appropriate model that can be used in public healthcare. 

�x Top management employees in the healthcare system could be involved in the 

process of investigating BDA adoption in public healthcare for data management 

and early disease outbreak outcome prediction.  

�x Public health management could consider the use of cross-functional skills and 

then link them to the roles played by appropriate data driven actions and 

healthcare performance (Akhtar et al., 2019). 

6.7 Chapter summary  

This chapter gave an overview of all chapters from Chapter 1 to Chapter 5. It discussed 

findings and implications related to the hypotheses in Section 6.1.1, a modified version of 

the research model in Section 6.1.4, model development in Section 6.1.5, selected 

algorithm or BDA-PH-PM in Section 6.1.5.1, the selected factors that could influence the 

adoption of BDA in PH in Section 6.1.6, summary of findings in relation to study objectives 

in Section 6.6, contributions of the study in Section 6.7, implication to theory in Section 

6.9, limitations of the study in Section 6.10, and future research opportunities in Section 

6.11. 
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This study is aspiring to develop a Big Data Analytics model that could be leveraged to facilitate early infectious disease 
outbreaks outcome prediction of healthcare outcomes management. Big Data Analytics is a new technological trend in 
data management, when embraced it can facilitate decision making processes in an organization. 

 

If you decide to take part in the study your participation is entirely voluntary and anonymous, you will be required to 
complete the paper-based / on-line questions regarding your perception on the use of Big Data analytics for early 
disease outbreak outcome prediction.  You will complete the questionnaire in your office or any time convenient to you.  
It should not take more than 30 minutes to complete the questionnaire.  

 

 
All the data that you will provide in questionnaire or interviews will be handled confidentially. Also, your questionnaire 
responses and personal information will be kept and stored in a confidential format that will only be accessible to the 
researcher. The original questionnaires will be stored in a safe place for three years, after which they will be destroyed. 
 

The Faculty Committee for Postgraduate Studies and the Faculty Committee for Research Ethics of the Faculty of ICT, 
Research Ethics committee (REC), Tshwane University of Technology, have approved the formal study proposal. The 
ethics clearance number is REC Ref #: REC2019/11/007. Also, the management and ministry of health have granted 
written approval for the study.  All parts of the study will be conducted according to internationally accepted ethical 
principles. 

 

The primary investigator, Ms VV Busobozi, can be contacted on her cellular phone at +256 772960431. The study 
leader, Prof. SN Mokwena, can be contacted during office hours at Tel (+27) 82 883-0534.  Co study leader, Dr. AI 
Ilorah Tel (+27) 0769830505 should you have any questions regarding the ethical aspects of the study, you can contact 
the chairperson of the TUT Faculty of ICT Research Ethics Committee, Dr Chunling Tu, during office hours at Tel (012) 
382 9943, email duc@tut.ac.za . Alternatively, you can report any serious unethical behaviour at the University’s 
Toll Free Hotline 0800 21 23 41.  

 

 

Your participation in the study will be greatly appreciated. 

 

 

SECTION A 

 

PERCEPTIONS ON USING BIG DATA ANALYTICS FOR EARLY INFECTIOUS DISEASE OUTCOME PREDICTION. 

 

  

Using a rating scale of 1 to 5, where 1 = strongly disagree, 2 = Disagree, 3 = Neutral, 4 = agree and 5 =strongly 

agree.  Indicate your level of agreement /disagreement  with the following statements:  

PLEASE MAKE A Cross (X) in the box corresponding to the answer  of your choice to the question  
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Big Data Analytics Contingency theory constructs  

 

STRA Strategy; this is a plan made by the organization on how to use Big Data Analytics (BDA) to predict disease outbreak healthcare 
outcome. The following statements are describing organisational strategy. Please tick your response in the box below; I believe;  

 

 

1 

Strongly 
disagree  

2 

Disagree  

3 

Neutral  

4 

Agree  

5 

Strongly 
Agree  

STRA1 Our  healthcare strategy allows the interplay between data 
and  technology  

     

STRA2 Translating data into decision making, on disease outbreak 
outcome prediction is a challenge 

     

STRA3 Our organisation strategy integrates BDA , disease outbreak 
outcome prediction  and management 

     

STRA4 Results from data analysis are incorporated into 
organisations strategic planning process 

     

 

STRU Structure; this is the organisational layout on how to create, use and govern   data within the healthcare structures. The following 
statements are describing organisational structure. Please tick your response in the box below; I believe;  

 

 

 

1 

Strongly 
disagree  

2 

Disagree  

3 

Neutral  

4 

Agree  

5 

Strongly 
Agree  

 

STRU1 

Big Data Analytics help us to centralize data management 
activities   

     

STRU2 We have rules that govern how conclusions are drawn 

from the data sets 

     

STRU3 Big Data Analytics Data flow procedures provide what to be 
done  

     

STRU4 We have Big Data Analytics decision ownership (authority) 
right from data collection, processing, storage and use 

     

STRU5 Hospital management structure allows us to learn 

 new things 

     

 

ORGCUL Organizational  culture ; this is an intangible resource that is used as a capability for Big Data analytics. Culture is a way things are 
done in a given organisation. Each organisation does things in a unique way. So if organisation roles, processes and structures are 
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considered towards BDA benefits. Then culture supports BDA adoption. The following statements are describing organisational 
culture. Please tick your response in the box below; I believe;  

  1 

Strongly 
disagree  

2 

Disagree  

3 

Neutral  

4 

Agree  

5 

Strongly 
Agree  

ORGCUL1 Healthcare roles  enable the use of Big Data Analytics      

ORGCUL2 One may not know which algorithm techniques that  fit  

healthcare environment  

     

ORGCUL3 The hospital structures  can help us predict early 

disease healthcare outcomes in our area of operation 

     

ORGCUL4 Healthcare  operates in unpredictable environment 

while figuring out to meet healthcare outcomes 

predictions 

     

 

DSEC Data Security ; this is the protection of healthcare information against unlawful use. The following statements are describing data 
security in an organisation. Please tick your response in the box below;  I believe that; 

  1 

Strongly 
disagree  

2 

Disagree  

3 

Neutral  

4 

Agree  

5 

Strongly Agree  

DSEC1 We have  data security guidelines we follow while dealing 

with hospital data 

     

DSEC2 Health management information systems (HMIS) 

security  help me to ensure data security 

     

DSEC3 We have measures that help me ensure security of data      

       

 

INDR  Individual roles; these are assigned duties to individual employees that enable them to make right decision. This makes them to be 
accountable on how data is collected, stored, analysed and used. In return creating a procedure that enables an accurate data flow. 
The following statements are describing individual roles. Roles are identified depending on who is responsible, consulted, accountable 
and informed about data in an organisation.  Please tick your response in the box below;  I believe BDA roles are assigned depending  
on Who is; 

 1 2 

Disagree  

3 

Neutral  

4 

Agree  

5 
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Strongly 

disagree  

Strongly 
Agree  

INDR1 Responsible for data management      

INDR2 Consulted on which data to collect and analyse      

INDR3 Accountable for data collection, storage, and analysis      

INDR4 Informed about data analysis results for decision 
making 

     

 

INDCAP Individual capabilities; this is the abilities of an employee to use BDA technologies. The following statements are describing 
Individual capabilities. Please tick your response in the box below;  I believe:  

  1 

Strongly 
disagree  

2 

Disagree  

3 

Neutral  

4 

Agree  

5 

Strongly 
Agree  

INDCAP1 I have the skills of using BDA techniques      

INDCAP2 My position allows me to decide on what analysis 
technology to use 

     

INDCAP3 To use BDA technologies effectively, an individual must 
not have only the software’s required but also know how 
to use them 

     

INDCAP4 Most people in our facility have the skill to use Big data 
Analytics 

     

 

INDCHA Individual characteristics: this is individual employee’s traits of adopting the use of BDA. The following statements are describing 

Individual characteristics. Please tick your response in the box below;  I believe; 

  1 

Strongly 
disagree  

2 

Disagree  

3 

Neutral  

4 

Agree  

5 

Strongly 
Agree  

INDCHA1 I am always interested in learning new things      

INDCHA2 I can easily transfer what I have learnt to other 

staff members 

     

INDCHA3 I am very positive about change  when new 

innovations are suggested in this department 
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DCOL Data collection ; these are sources of data used for analysing data for health outcome management. The following statements are 
describing source of data collection . Please tick your response in the box below; 

Normally We collect data from; 

 

  1 

Strongly 
disagree  

2 

Disagree  

3 

Neutral  

4 

Agree  

5 

Strongly Agree  

DCLO1 Ministry of health (MOH) managed healthcare facilities      

DCOL2 Non - governmental organisations (NGOs)      

DCOL3 Faith related healthcare centres      

DCOL4 Community based organisations (CBO)      

 

DPRE Data pre -processing ; is the process of pre-processing in order to be transformed for further processing or analysis. The following 
statements are describing data pre -processing tasks. Please tick your response in the box below;  I believe;  

  1 

Strongly 
disagree  

2 

Disagree  

3 

Neutral  

4 

Agree  

5 

Strongly Agree  

DPRE1 BDA   help me In data cleaning       

DPRE2 I do  Aggregate data for further processing      

DPRE3 I can integrate data from different departments      

       

DPRE4 We perform the following processes to transform the 
raw data into information (Select all that applies) 

 

o Summarizing the data 
o Averaging the data 
o Selecting part of the data 
o Graphing the data 
o Adding context  
o Adding value 
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DANAL Data Analysis ; this is the discovery and communication of meaningful patterns from data. The following statements are describing 
data analysis. Please tick your response in the box below; I believe;  

  1 

Strongly 
disagree  

2 

Disagree  

3 

Neutral  

4 

Agree  

5 

Strongly Agree  

DANAL1 BDA provides patterns needed to be interpreted for 
decision making 

     

DANAL2 BDA facilitates the process of realizing healthcare 
objectives by reporting data to analyse trends 

     

DANAL3 I do bundle data resources with analytic capabilities for 
strategic decision-making 

     

DANAL4 Making sense of data is always constructed through our 
knowledge which enhances decision making 

     

DANAL5 We put in mind on how to interpret results right from 
data collection to visualisation 

     

DANAL6 Experience in data analysis helps to make sense out of 
data for decision making 

     

       

DANAL7 We use any of the following BDA models or algorithms 
for analysis ( tick the appropriate algorithm on the next 
column on your right) 

 

o Decision tree model – this is  used for prediction by associating 
conditions with actions 

o Support Vector Machine (SVM) – this  constructs lines with two 
dimensional data from different classes in the dataset 

o Random forest (RF) – this makes random subsets of the dataset 
o Logistic regression (LR)- this creates a relationship between one 

dependent and one or more independent variables 
o Adaptive boosting (AB) - this expands each weight or significance 

observed in the dataset 
o Multiple discriminant analysis (MDA) - uses a combination of 

factors in a linear way explaining what causes the similarity in data 
o Naïve bayes model – (used to estimate conditional probabilities) 
o Singular value Decomposition (SVD) - is a dimensionality 

reduction technique that is used to extract patterns from large 
datasets 

o Artificial Neural Networks (ANN) - (uses multiple neuron layers 
joined to one another) 

o Others please specify ……………………….. 

 

 

 

INFRA Infrastructure ; these are platform or frameworks used when managing data. The following statements are describing technological 
infrastructure . Please tick your response in the box below; I believe that:  
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1 

Strongly 
disagree  

2 

Disagree  

3 

Neutral  

4 

Agree  

5 

Strongly Agree  

INFRA1 We have a BDA architecture that is followed in our 
operations 

     

INFRA2 We have in place high speed computers that help us handle 

data 

     

 INFRA3 We have a well-established information technology (IT) 
infrastructure in healthcare 

     

 

APP Application; these are programs or instructions used in data analysis. The following statements are describing source of 
technological applications . Please tick your response in the box below; I believe;  

  1 

Strongly 
disagree  

2 

Disagree  

3 

Neutral  

4 

Agree  

5 

Strongly Agree  

APP1 We have  software’s that  help us handle Big Data      

APP2 The analysis application technology we use is appropriate 
for their intended use of predicting healthcare outcome. 

     

APP3 Data software’s or programs are regularly checked for their 
compliance in relation to intended use of data. 

     

APP4 The success of a Big Data analytics software depends on 
its usability 

     

       

APP5 We use any of the following application soft wares for 
analysis  (tick the appropriate software in the alternatives on 
the next column on your right) 

 

 

o MapReduce,  
o Pig,  
o Hive,  
o Jaql,  
o Zoo keeper,  
o Hbase,  
o Cassandra,  
o Oozie,  
o Avro,  
o Mahout,  
o R, 
o HMIS 
o HDFS 
o Others please specify ………………… 
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BDAMGT Management; this is the way the MIS (BDA) functions are managed for early disease healthcare outcome prediction. The following 
statements are describing BDA management . Please tick your response in the box below; I believe;  

  1 

Strongly 
disagree  

2 

Disagree  

3 

Neutral  

4 

Agree  

5 

Strongly 
Agree  

BDAMGT1 We do collaborate with different departments in order to get 
data for analysis 

     

BDAMGT2 We Consolidate segmented data used for decision making      

BDAMGT3 We do share information extracted from analysing the data      

BDAMGT4 We can easily get relevant data for healthcare outcome 
prediction 

     

 

Implementation (BDAIMP); this is the possibility or perception of putting MIS (BDA) to use. The following statements are describing BDA 
implementation . Please tick your response in the box below; I believe;  

  1 

Strongly 
disagree  

2 

Disagree  

3 

Neutral  

4 

Agree  

5 

Strongly 
Agree  

BDAIMP1 I know which  Big Data analytics algorithm works best on 

healthcare data for healthcare outcome prediction 

     

BDAIMP2 Changing nature of data makes it difficult to carry out  

analysis with BDA tools 

     

BDAIMP3 BDA helps us to  ensure proper storage of data for 

processing and for later use after being processed       

     

BDAIMP4 Implementation of Big Data analytics requires both technical 

and managerial members of an organization. 

 

     

 

 

Structure (BDASTRU); these are components involved in Big Data analytics. They may include; procedures, input and output of the intended 
analysis outcome. The following statements are describing BDA structure. Please tick your response in the box below; I believe;  

  1 

Strongly 
disagree  

2 

Disagree  

3 

Neutral  

4 

Agree  

5 

Strongly 
Agree  
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BDASTRU1 The rate at which health data flows in the database makes it 
hard to use  BDA tools 

     

BDASTRU2 Different forms of health data makes it difficult to use BDA 

tools 

     

BDASTRU3 A mount of data needed to use BDA is hard to get      

 

 

Development  (BDADEV); this is the way BDA is built or designed in terms of its characteristics in relation to healthcare activities and data process 
challenges. The following statements are describing BDA development . Please tick your response in the box below; I believe;  

  

 

1 

Strongly 
disagree  

2 

Disagree  

3 

Neutral  

4 

Agree  

5 

Strongly 
Agree  

BDADEV1 BDA Is compatible with all aspects of data management 

 life cycle (stages of data from collection to analysis) in this 

healthcare 

     

BDADEV2 Our computers have sufficient central processing (CPU) 

power that can accommodate BDA software’s 

     

BDADEV3 BDA  management activities  are related to Health 

management information system ( HMIS) 

     

 

Prediction of public healthcare outcome ( PHCO); this is the performance of public healthcare after the use of BDA for outcome management. 
Healthcare outcome could be intervention on the disease burden which has already occurred or providing preventive measures to curb the expected 
disease outbreak. The following statements are describing Prediction of public healthcare outcome . Please tick your response in the box below;  
I believe: Improved organisational performance leads to Improved public healthcare outcome prediction when; 

 

  1 

Strongly 
disagree  

2 

Disagree  

3 

Neutral  

4 

Agree  

5 

Strongly 
Agree  

PHCO1 Big Data Analytics use leads to cost reduction        

PHCO2 Big Data Analytics use Improves existing values (the 
way things are done) 

     

PHCO3 Big Data Analytics makes it easy to manage 
healthcare outcome. 
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SECTION C: Comments and Suggestions  

We will be pleased if you can give us your frank opinions, comments and suggestions to improve this study and for 

analysis.  

Please provide your comments and suggestions below. 

 

1. What other conditions or factors do you think will indicate the use of Big Data Analytics? 

 
 

 

2. Do you think Big Data Analytics will have an impact on early disease outbreak outcome prediction and management 
(if so what type of impact)? 

 
 

3. What challenges do you foresee in the implementation of Big Data Analytics in public Healthcare 
outcome management? 

 

4. Please suggest other factors you expect to be in place before Big Data Analytics implementation, give reasons. 
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5.Are there other comments and suggestions you can offer for this study? 

 

Thank you for your cooperation and support 

God Bless 

 

APPENDIX B: ONLINE GOOGLE FORM QUESTIONNAIRE  
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APPENDIX C: ONLINE FORM FILLING INSTRUCTIONS  

 

Good day participant, 

 

Online form filling instructions 

When you receive the email please 

-          Open the email 

-          Click on fill out form 

-          Fill section A 

-          Click on next 

-          Fill section B 

-          Click next 

-          Fill section C 

-          Then submit 
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APPENDIX D: TUT ETHICS CLEARANCE  
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APPENDIX E: UGANDA NATIONAL COUNCIL FOR SCIENCE AND TECHNOLOGY 

PERMISSION LETTER 
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INDR2 -.094 .059 .401 -.320 .314 -.023 -.011 -.256 .091 .336 .259 .393 -.089 -.127 

INDR3 -.044 -.032 -.097 -.147 -.934 .072 -.083 .020 .027 -.075 -.033 .051 .021 .058 

INDR4 -.062 .079 .060 -.063 -.810 -.127 .117 .020 .018 -.113 .075 -.050 -.196 -.338 

INDCAP1 -.136 .100 .056 .132 -.183 -.004 .227 .359 .342 .538 .109 -.043 -.006 -.208 

INDCAP2 -.004 .086 .012 .113 -.207 .055 .347 .124 -.039 .602 .300 -.031 -.087 -.225 

INDCAP3 .186 -.005 -.109 .180 -.217 .019 .206 .287 -.020 .267 .523 .016 -.066 -.158 

INDCAP4 .012 .074 .116 .118 .100 .269 -.246 -.355 .252 -.123 .006 -.103 .635 -.279 

INDCHA1 -.042 .076 -.031 -.148 .222 -.005 -.028 .070 -.160 .642 -.278 .145 -.169 .286 

INDCHA2 .285 .070 -.059 .014 .068 .009 -.042 -.033 .017 .855 -.096 .166 .130 .128 

INDCHA3 .669 .067 -.111 .173 -.090 -.003 -.142 -.055 .127 .491 .169 .033 .181 .121 

DCLO1 -.108 .133 .069 -.052 .163 .175 -.045 -.025 .013 .794 -.066 .110 .149 .146 

DCLO2 .057 -.197 -.100 .005 -.010 .006 .093 -.109 -.005 .267 -.016 -.144 .816 -.162 

DCLO3 -.173 -.116 .080 -.205 .246 .007 -.051 -.045 .148 .066 -.061 .133 -.055 .734 

DCLO4 .144 .045 .086 -.225 .177 -.007 -.208 .035 .239 -.208 .131 .165 -.372 .694 

DCLO5 -.493 .141 -.291 .282 -.006 -.099 .108 .117 -.157 .106 .267 .210 -.343 -.046 

DPRE1 .155 -.120 -.239 -.053 .075 -.113 -.122 .417 -.027 -.146 .572 .067 .299 -.097 

DPRE2 .116 .101 .385 .041 .046 .248 .247 -.089 .327 .048 .148 .228 .298 .142 

DPRE3 .248 .021 .033 .012 .306 .707 .066 -.024 .216 -.068 .245 -.014 .232 -.051 

DPRE4 -.076 -.092 -.050 -.101 .161 .039 -.093 .054 .040 -.146 -.081 .087 -.069 -.799 

DANAL1 -.001 -.263 -.198 -.045 .175 .254 .206 -.025 .088 .121 .515 -.383 .168 -.170 

DANAL2 .202 -.063 .053 -.030 -.166 -.320 .087 .322 -.088 .008 .456 -.082 .196 -.160 

DANAL3 -.060 .315 -.198 .252 .066 -.390 .170 .216 -.072 -.008 .307 .408 -.220 .097 

DANAL4 -.209 .068 -.037 .106 .034 .830 -.054 .017 .031 .010 -.109 .040 -.075 .029 

DANAL5 -.137 .499 .011 .309 .007 -.082 -.079 .158 .003 -.115 .135 .502 -.124 .255 

DANAL6 .063 -.072 -.729 .079 .253 -.045 .190 .074 -.189 .094 .097 .190 -.148 -.236 

DVIS1 -.099 .887 .037 -.076 .017 .128 -.013 -.013 .012 .003 -.058 .076 .028 .068 

DVIS2 -.040 .873 .031 -.058 -.060 .270 -.010 -.038 .053 .027 -.041 .047 .051 .061 

DVIS3 .228 .072 .020 .047 -.274 .686 .059 -.104 .162 .163 .028 -.002 .119 -.076 

DVIS4 .076 .451 .033 -.032 -.221 .312 .319 .068 .052 .290 .142 .158 .052 -.158 

DVIS5 -.294 -.428 .107 .218 .124 .199 .067 .006 -.155 -.006 -.057 -.206 -.562 .139 

DVIS6 .152 -.031 .046 .086 -.129 .093 .446 .166 .095 .165 .545 -.076 -.133 -.159 
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DVIS7 -.133 .794 -.048 -.123 -.013 -.151 .131 .112 -.046 .159 .081 .051 .109 .062 

INFRA1 .187 -.045 -.044 -.092 -.126 -.014 .069 .036 .250 .025 .354 .146 .540 -.143 

INFRA2 -.266 -.917 -.043 .123 -.027 .140 -.159 .052 .023 -.058 .100 .035 .192 -.003 

INFRA3 -.213 -.625 .006 .242 .099 .007 -.168 .196 .138 -.130 -.050 -.319 -.236 .061 

APP1 .189 -.155 -.201 -.023 -.171 -.240 -.075 .287 .261 -.048 .145 .032 .426 -.240 

APP2 -.812 -.037 .066 .073 -.189 -.169 -.392 .046 -.072 -.044 -.161 .105 .227 .101 

APP3 -.394 .576 -.076 .003 .189 .004 -.052 .219 -.140 .011 -.189 .011 -.136 .127 

APP4 -.177 .223 -.102 -.128 .220 .118 .203 .160 .080 .165 .373 .138 .554 .095 

APP5 .171 .486 -.078 -.093 .300 .185 .148 .162 .103 -.013 .486 .026 .298 .012 

APP6 .059 -.069 -.696 .087 -.060 -.011 .022 .128 -.287 .090 .059 .011 .156 .033 

BDAMGT1 .336 .166 .145 .016 -.139 .259 -.352 .554 .070 .010 .192 -.017 .008 -.254 

BDAMGT2 -.460 -.101 .039 .203 -.229 -.016 .204 .337 .344 .048 .458 -.011 .118 -.063 

BDAMGT3 -.520 .185 -.216 -.509 .020 .122 -.022 .001 .081 .007 .142 .091 -.158 .013 

BDAMGT4 .383 -.024 .134 .444 -.108 -.054 -.279 .331 -.005 -.186 .031 -.162 .123 -.109 

BDAIMP1 .198 -.339 .248 .566 -.112 -.139 .042 .027 -.038 -.008 -.112 .059 .310 .012 

BDAIMP2 -.448 .131 -.035 -.653 .035 .085 .046 -.103 -.042 .060 .105 .033 -.118 .168 

BDAIMP3 -.012 .106 -.168 -.279 -.157 .055 .148 .603 .259 .113 .221 -.211 -.036 -.164 

BDAIMP4 -.138 .399 -.233 .209 -.006 .387 -.397 -.156 -.106 .302 .011 .039 -.266 -.100 

BDASTRU1 .034 -.147 .815 .056 .031 .095 .240 .135 -.207 .096 .077 .061 -.128 .164 

BDASTRU2 -.438 .033 .187 -.003 .175 .052 .061 -.264 -.194 -.008 -.040 .031 -.330 .276 

BDASTRU3 -.075 -.087 -.212 .914 .122 -.008 .085 -.097 .094 .110 .041 -.009 -.109 -.030 

BDASTRU4 .304 -.142 .655 .199 -.040 -.015 .247 .175 -.091 -.026 .155 -.132 .005 .085 

BDADEV1 -.354 .221 -.270 -.174 .118 .155 -.008 -.223 -.103 .152 -.112 -.012 -.338 .095 

BDADEV2 .245 -.249 .329 -.527 .148 .169 .211 .280 -.088 -.119 .182 .114 .339 .062 

BDADEV3 .175 .054 .367 -.055 -.310 .694 -.041 .084 -.301 .001 .082 .076 .048 -.074 

PHCO1 -.453 .194 -.311 -.326 .277 .058 .016 -.071 .049 .054 .174 -.070 -.231 .147 

PHCO2 .230 -.155 .286 .409 .241 .318 .092 .249 -.074 -.147 .396 -.061 .156 .049 

PHCO3 -.144 -.080 -.002 .938 .133 .180 -.087 -.162 -.100 -.058 .033 .042 -.127 .055 

PHCO4 -.115 .004 .053 -.004 .227 .535 .190 -.006 -.397 .302 -.033 -.025 -.093 .247 

PHCO5 -.355 .259 -.264 -.321 .077 .142 -.031 -.186 -.050 .097 -.060 -.016 -.334 .053 

PHCO6 .219 -.256 .096 .750 .063 .070 .146 .092 -.004 -.022 .078 .057 .109 -.007 
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INDCHA2 1.000 .956 

INDCHA3 1.000 .917 

DCLO1 1.000 .953 

DCLO2 1.000 .914 

DCLO3 1.000 .936 

DCLO4 1.000 .941 

DCLO5 1.000 .947 

DPRE1 1.000 .960 

DPRE2 1.000 .923 

DPRE3 1.000 .932 

DPRE4 1.000 .637 

DANAL1 1.000 .922 

DANAL2 1.000 .912 

DANAL3 1.000 .946 

DANAL4 1.000 .776 

DANAL5 1.000 .931 

DANAL6 1.000 .899 

DVIS1 1.000 .970 

DVIS2 1.000 .980 

DVIS3 1.000 .856 

DVIS4 1.000 .921 

DVIS5 1.000 .981 

DVIS6 1.000 .970 

DVIS7 1.000 .962 

INFRA1 1.000 .969 

INFRA2 1.000 .954 

INFRA3 1.000 .969 

APP1 1.000 .979 

APP2 1.000 .944 

APP3 1.000 .952 

APP4 1.000 .925 
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APP5 1.000 .978 

APP6 1.000 .637 

BDAMGT1 1.000 .904 

BDAMGT2 1.000 .922 

BDAMGT3 1.000 .906 

BDAMGT4 1.000 .902 

BDAIMP1 1.000 .927 

BDAIMP2 1.000 .963 

BDAIMP3 1.000 .878 

BDAIMP4 1.000 .903 

BDASTRU1 1.000 .899 

BDASTRU2 1.000 .916 

BDASTRU3 1.000 .915 

BDASTRU4 1.000 .940 

BDADEV1 1.000 .976 

BDADEV2 1.000 .921 

BDADEV3 1.000 .923 

PHCO1 1.000 .962 

PHCO2 1.000 .969 

PHCO3 1.000 .981 

PHCO4 1.000 .849 

PHCO5 1.000 .967 

PHCO6 1.000 .937 

BDA foreseen 

implementation challenges 
1.000 .760 

Other BDA factors 1.000 .890 

Extraction Method: Principal Component Analysis. 
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APPENDIX G: RESULTS OF MODEL DEVELOPMENT USING R  

 

Goodness fit test using chisq.test function 
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 Training and testing data using the split function 

 

Getting a uniform distribution from the data set using runif function 
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LDA analysis 
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MR analysis 
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